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Judicious Use of Redundant Transmissions In
Multichannel ALOHA Networks with Deadlines

Yitzhak Birk, Member, IEEE,and Yaron Keren

Abstract—This paper shows how to improve the classic multi- exceeding it. The optimization goal of the system designer may
channel slotted ALOHA protocols by judiciously using redundant pe to maximize communication capacity while meeting the

transmissions. The focus is on user-oriented requirements: a o, 5lity-of-service requirements. Our focus is on this situation
deadline along with a permissible probability of failing to meet . .
in multichannel systems.

it. Subject to satisfying those, maximization of capacity is the ° A ) ) o
optimization goal. When there is no success/failure feedback The main contribution of this paper is new and optimized

prior to the deadline, the use of information dispersal with some schemes for the judicious use of redundancy in order to
redundancy provided by error-correcting codes for the data in  jmprove performance as just defined. This entails the choice

conjunction with a replicated, separately transmitted synchro- .
nization preamble, is proposed. It is shown to sharply reduce of the proper degree of redundancy, the timing of redundant

the overhead resulting from the use of shorter packets and to transmissions and, optionally, the use of several power levels
significantly increase capacity. When the deadline permits several as a priority mechanism. (The latter is not studied in this
transmission-feedback rounds, we propose a novel replication- paper.) One form of redundancy entails dividing a packet
based retransmission policy: all attempts except the final one ;i several subpackets, computing from those a larger set of

entail the transmission of a single or very few copies, and a e . -
larger number of copies are transmitted in the final attempt. This subpackets, and transmitting them; any subset of sufficiently

sharply increases channel capacity, even with a single transmitter large cardinality, typically equal to the original packet, suffices
per station. The proposed approaches are particularly suitable for for reconstruction of the original packet. One can, for example,

high-bandwidth satellites with on-board processing. use MDS error-correcting codes for this purpose [3]. (We are
Index Terms—Deadline scheduling, dispersity routing, infor- assuming an erasure channel, so error detection is provided by
mation dispersal, multichannel ALOHA, redundancy, VSAT. other means and the codes are utilized solely for correction.)

In parts of the paper, we will use a simpler form, namely,
packet replication, whereby several copies of the packet are

] _transmitted. (Replication does not permit fine control over the
T HE slotted ALOHA access scheme [1] gained popularlté(egree of redundancy.)

due to its simple implementation and random-accesSconsider two cases: 1) all decisions must be made up
nature. Each station transmits a packet of data when it beCOM@R without waiting for success/failure notification, and 2)
available (aligned to a common time clock) on a multiplépere are several transmission—feedback rounds prior to the
access channel. Should another station transmit in the safaeqiine. We refer to those aingle-roundand multiround
time slot, both transmissions would not be received CorreCt%spectively. A “round” is composed of a (possibly multicopy)
After such failure, some randomization takes place accordifg \cmission attempt and the delay until feedback arrives.

to a retransmission policy [2] in order to avoid a definit ithout redundancy, retransmissions take place only post-

repeated collision, and another transmission is attempted. adback, and are never redundant since they are known to
tempts repeat until the transmission is received successfull %tneces’sary) The terms “attempt” and “round” will be used

its destination. With a single channel, temporal randomizati?ﬁterchangeably. The single-round case is of primary interest

is the only choice. With multiple channels, in contras't, th\%r systems that do not provide feedback, as well as for cases

fherein waiting for feedback would cause the deadline to

this permits immediate retransmission following a collision. . . . . ;
: be missed. The multiround case is of primary interest when
Most of the work on ALOHA has been carried out for, . . .
single-channel systems, with a focus on capacity and Son’tl%(-a permissible delay is several-fold larger than the time
' until feedback is received. The techniques presented in this

times on the interplay between throughput and mean deld iper are particularly suitable for situations that combine high

In practice, however, a communication system is often thie . : . .
. . L o pandwidth with a long propagation delay (relative to packet-
provider of a service, whose quality is specified by the use{s

. . . . ransmission time). For the multiround schemes, a deadline
This may, for example, include a maximum permissible delg )

. . - o . at permits multiple rounds is necessary. These situations are
(deadline) along with & maximum permissible probability oI|kelypto be commpon in new high—band)\:vidth satellites with

on-board processing.
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throughput-mean-delay characteristics are improved substdatails of the state in lower level protocols. (The effect of this
tially by a proper choice of the (fixed) number of copiesubtlety on the results is negligible.)
transmitted in each attempt. In [7], a single two-copy trans- With temporal randomization on a single channel, the lim-
mission attempt is considered on a single channel: givenited permissible delay often severely restricts the number
deadline and the permissible probability of missing it, the goaf time slots from which the retransmission time can be
is to minimize the expected delay of successful packets. Tbieosen, and this brings about a dependence among the fates
optimal probability function of the intercopy delay is derivedpf different copies of a packet, which reduces performance.
and is shown to be a linear monotonically decreasing functidn. contrast, with multichannel systems featuring more than
The remainder of this paper is organized as followd.00 channels and a restricted humber of copies transmitted in
Section Il describes the traffic model and performanaach attempt, there is effectively no such dependence among
measures. Section Il presents and analyzes the use of ertbe fates of transmissions in different time slots and among
correcting codes for the single-round case on a multichannigpse of multiple copies transmitted in the same time slot. The
exploiting unique characteristics of geostationary satellisnalysis in this paper is carried out under such an independence
systems and their ground stations. In Section IV, we considessumption, which is confirmed by simulations.
the multiround case for a multichannel system with a deadline,A station is likely to have a limited number of transmitters,
and present retransmission policies that dramatically increagleich limits the number of concurrent transmissions by a
capacity for any given probability of meeting the deadline. lgiven station. In parts of the paper, this constraint will initially
Section V, we revisit some of our assumptions and discuss ignored, but will subsequently be addressed.
operational issues, and Section VI offers concluding remarks.The techniques presented in this paper may somewhat
reduce network stability. We will assume that a higher level
protocol level is used to stabilize the network. The analysis in

Il. TRAFFIC MODEL AND PERFORMANCE MEASURES this paper applies only to the stable periods.

A. Traffic Model

Our model is similar to [8], as follows. There a®l  Thesyccess probability?, is the probability of decoding a
multiple-access channels, over which an infinite number gka hacket correctly prior to the specified deadline. In the case
user stations transmit data packets at discrete (slotted) staripg, packet that is broken into subpackets, this refers to the
times. The transmission of a data packet takes a single tigigcqding of the entire packet from received subpackets. The
slot, unless a packet is partitioned into subpackets, in whigh,, probability P, is 1 — P,. Throughput(S) is the mean
case the transmission of a subpacket takes a single time ber of distinct data packets that are decoded correctly in

We assume an erasure channel, and that collisions are ey, time siot, divided by the number of channels. It is related
sole source of erasure. Feedback, if available, arrives sev%a{he generation raté,, throughS = S, - P
g - g s

time slots after transmission, and the absence of an expecteg,; -onvenience. we define thtelay incurred by a suc-

ACK serves as an implicit collision-notification mechanismyessfylly received packet as the time from its generation (and
Whenever there is a deadline, which arrives aif&r ime 5 first transmission) until the transmission of the copy
slots (or D, rounds), a station ceases to retransmit a packeidfy synpacket) whose successful reception renders the packet
it will not meet the deadline. Such a packet is considered l0st@t -aived.” The deadline is similarly defined as the time from
the media-access level, although a higher level protocol Mgy, generation of a packet until the latest time slot in which a
eventually resubmit it. Accordingly, we distinguish betweegqyy or suhpacket may be transmitted and still received in time
the generated throughput, and the actuathroughput S, (4 e considered a success. Note that the performance measures

although the difference between them is very small in mogi|5te to entire data packets, as opposed to subpackets.
practical situations. The number of new data packets per

channel in each slot is generated according to a Poisson dis-
tribution with meansS,,. This, together with the retransmitted
data, is a random variable distributed according to a Poissorin this section, we explore the case of a multichannel
distribution with meanG; the Poisson assumption for thesystem, in which the deadline is such that all transmissions
offered load G is justified by randomizing retransmissiongelated to a given packet must take place prior to the receipt
[2]. (The packet-generatioprocessis not assumed to be aof any success/failure feedback. Given the permissible number
Poisson process.) In the case of multichannel systems, eweértime slots (limited by the deadline) and a large number
when multicopy transmissions occur, we will continue tof channels, we may spread our transmissions in time and/or
use the per-channel measures while taking care not to cofrefjuency. Our goal in this case is to maximize the attainable
duplicate successful receptions of the same packet. Thisthsoughput subject to a permissible probability of failure in
correct since the transmission of multiple copies takes placettie first and only transmission round.

randomly selected channels. Stations are assumed to continu@ne proposal for using redundancy in order to enhance
generating new data even while attempting to retransmitparformance in similar situations redundant dispersity rout-
previous packet, in contrast to the commonly used station statg [9]. This entails breaking a packet down into several
model (idle/backlogged). This reflects a situation whereby tisebpackets, constructing several redundant subpackets, and
generation of messages by applications is unaffected by th@nsmitting all subpackets. If a number of subpackets which

B. Performance Measures

Ill. A SINGLE-ROUND TRANSMISSION TECHNIQUE
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equals or exceeds the number of nonredundant subpacketsiisst be transmitted prior to the data subpackets. In order to
received prior to the deadline, this is considered a successnimize delay (a possible secondary optimization goal), one
A similar idea was presented in [10]. In [11], the idea wawould transmit the preamble subpackets in one slot, followed
combined with that of selective exploitation of redundancynmediately by all copies of the data subpackets. However,
[12] to produce prioritized dispersal, whereby the redundah@rdware constraints such as a limited number of transmitters
subpackets receive a lower priority than the “original” onesmay mandate the spreading of transmissions over several time

The discussion here will be carried out in the context of veslots. Since we only care about the attainable capacity subject
small-aperture terminals (VSAT’s) and geostationary satellitge. meeting a given deadline with the required probability,
Such systems are characterized by a very small variabilgpreading transmission within the permissible time interval
in propagation delay and a single point of synchronizatidf “free.” The combination of the deadline (in slots) and the
(satellite or hub). Accordingly, the temporal guard band¥mber of transmitters may, however, restrict the choice of
required between time slots may be very small, thereby makiit number of replicas of the header and the error-correcting
it practical to break a packet down into several subpacké@de for the payload. The analysis below is unconstrained, but
without incurring a large overhead due to guard bands. In tfifée incorporation of a constraint is straightforward.

case, two important issues must be addressed. Analysis: Let each original packet comprisébits of data

< Helping the transmitter and receiver coordinate a “code"'f"nd anh-bit header. Each data subpacket comprifsbits of

i.e., a sequence of (time, frequency) slots in which th%zatta and no header. The “preamble” subpackets contain only

subpackets of a given packet are transmitted. (Note t@kh'_b'thhi?der' Fo_r faC|I|t¥hoffantalt3r/15|ts,thwe sletsuglh thatk ¢
this “code” is not an error-correcting code; the term i = ft. AlS0, we ighore the 1act that the preamble packe
must be longer than the header of the original packet due,

borrowed from code-division multiple access.) Previousl| .
: : . or, example, to the need to also include the seed for the code
analyzed options for code selection are transmitter-based

. . nerator. This effect is secondary, and in any case, our results
codes, receiver-based codes, and hybrid methods | : . S
P . N this section should be taken as an indication rather than as
[14]. With finite networks, one can indeed assume tha cise numbers

" ; . r
?r snperﬁligc rcold: avr:/ihhop\?lr;g Ipzittern arel eiissr']gr;]e‘?/\ltovergcgubpacket size will be derived from the number of overhead
ansmitter [15]. a very farge poputation, NOWeVey, “inciuding the seed), and thé bits of data will be

b
plit among . subpackets, each consisting 6f bits. The

as in our case, this is problematic. Our solution is tg
include the code in the header of a message. k data subpackets will be redundantly coded (this is the

' Ove.rgommg the large head_er overhead that results froéﬂor—correcting code) tow >k subpackets and transmitted
partitioning a data packet into many small subpacke

Despite th " d band head i Bh “randomly selected” (based on the sequence generated by
espite the small guard bands, overhead INCreéasesyas angom number generator) channels. Transmission of the

one reduces packgt size due to the required h_ea eamble subpacket will be repeat&dtimes.

(This header contains the usual source and destinatiofrye (eceiver can decode the original packet from &ny
information; in our case, it must also contain code-relatedyset of then transmitted subpackets (erasure channel),
information.) provided that it has successfully received at least one copy of

Our solution to both problems is as follows. In order tghe preamble subpacket. The probability of receiving at least
establish synchronization, a transmitter selects a seed e of the copies of the preamble is

a previously agreed upon random number generator. The s
seed, together with synchronization, code, address, and other 1—(1—e9)". 1)
control information, is transmitted as a “preamble” subpack$

several times, so the probability of not receiving any copie e probability of losing fewer than —k data subpackets is

of this initial subpacket is very low. After this phase, the ko, ; ‘
transmitter proceeds to transmit the data subpackets on chan- Z <L ) (1- e‘G) e G, (2
nels selected according to the random number generator. =0

Since the receiver knows exactly when and on which channghce those are independent events, the probability of success
the next transmission will occur, no overhead is needed jm g

each subpacket, except for the small guard bands and a bit-

synchronization pattern. Before transmission, the subpackefs _a\R =/ —a\i  —G(n—i)
are coded redundantly so as to ensure correct decoding for e (1 - (1-¢) ) ' Z <L ) (=) e '
expected number of collisions. In the analysis, we consider (3)
subpacket collisions to be independent of one another sinpge overhead fok subpackets isk - 4 bits, compared witth
channels are selected at random. With this technique, capagig¢ of ordinary ALOHA. The useful data enclosed dre: k-h
is maximized for a given probability of success. This methagits. The throughput is therefore

can be considered as a hybrid techniqgue combining ALOHA
. h+k-h kE+1
and frequency-hopping spread spectrum. S=G-P,-——— — _ —-@G-P,-——. (4)
The permissible delay and the number of channels define a R-h+n-h n+R
boundary within which the subpackets may be placed. Tl the difference between the size of the preamble packet
only additional constraint is that the preamble subpackeisd the size of the original packet header were taken into
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TABLE | Given D,. and the permissible probability of failure, our
ATTAINABLE THROUGHPUT (CAPACITY) 5 FOR Ps = 0.9.0.99,0.999 goal is again to maximize the attainable throughput. This is
P, Ropt B S(ALOHA) done through a jl_Jdicic_)us choice of the number of qopies that
should be transmitted in each attempt (not necessarily the same
0.9 6 0.2219 0.0948  number in all attempts).
0.99 8 0.1820 0.0099

Conventional back-off policies aimed at preventing insta-
bility, when applied to a multichannel, would call for a
monotonically nonincreasing number of copies in successive
account, k£ + 1” in the above equation would be replacedetransmission attempts. However, while the stability argument
with “k+h'/h,” where k'’ is the original header size aridis underlying such an approach is valid asymptotically, we claim

0.999 5 0.1458 0.0001

the size of the preamble subpacket.) that this monotonicity may be violated for any bounded
Note thatk,n,d, R, and P; are related through (3), S8 number of retransmissions without hurting stability, and we
is determined once the others are assigned values. will show that so doing can dramatically increase performance.
Numerical Results:In obtaining the results, we usetl—= Given the maximum number of copies that may be trans-

1000, = 100, k£ = 1000/100 = 10, and a (32, 10) error- mitted (jointly in all attempts), we strive to minimize the
correcting codgn = 32). Several values of’, were used, expected aggregate number of copies transmitted within the
and R was selected to maximize the throughput in each cagde, permissible attempts for any given probability of success
Table | compares our scheme with single-channel ALOHR,. This, in turn, minimizes the load generated per successful
(our throughput is per channely(ALOHA) is the throughput message, thereby maximizing the system’s communication
achievable by classic ALOHA for a probability of succgds capacity. Our approach typically entails the transmission of
namely a single or very few copies in all but the final attempt, in
which the remaining copies are transmitted if necessary.
There is a tradeoff in selecting how to use an allotted

The results show that our method provides a dramagtéudget” of copies: on one hand, we would like to postpone the

increase in the throughput that can be attained while stifsmisston of_aII but one copy per attempt in the hope_ that. an
.. : L : . early attempt will be successful and later ones thus avoided; on
providing a very high probability of success in the firs

? . : he other hand, it might be beneficial to transmit more than one
attempt. Moreover, it permits the use of simple narrow-

bandwidth transmitters together with inexpensive processicOpy per attempt prior to the last attempt since this increases

power. References [14] and [16] provide further analysis 0 proba_lb.mty of aqumg the Ia;t, costly at.tempt.
ECC usage. Analysis: We begin by presenting the relations among the

The nonmonotonic behavior of the optimal valueRican various variables. Next, we analyze two schemes: 1) multicopy

be explained by the tradeoff between the negative effectsAITOHA [5] (a constant number Qf copies in _each attempt),_and
. N I a new scheme, whereby a single copy is transmitted in all
increasing it on the probability of success of data subpack%s

S=G-¢%=—In(P,)-P,. (5)

through increasing the load on one hand, and increasing (it the last attempt. Finally, we employ dynamic programming

. - 9] to derive the optimal retransmission strategy.
probability of successful synchronization on the other hand. . ; . .
. : The number of copies transmitted by a single station, even
Finally, we note that even better results can be obtained b

jointly optimizing k£, n, and R, so the above serves as a lowe! its last attempt, is assume_d to be much smaller than the
bound on the achievable improvement number of channels. As explained in the channel model, this,

P ' combined with the large population, makes the probability
of success of any given copy effectively independent of the

[V. MULTIROUND RETRANSMISSION POLICIES number of copies of the same packet that are transmitted in
In this section, we consider the situation wherein the deaidte same time slot.

line permits up toD, transmission attempts (rounds), with Let NV denote the total number of copies of each packet
a new attempt being made only after success/failure feedbdgRtil success or deadline)}¥Vima.x and N will be used to
has been received for the previous one. Immediately followirftgnote its maximum and expected value, respectively. Then,
the receipt of feedback which indicates failure of a tranéhe throughput is
mission attempt, a station transmits one or more copies of
the lost packet over randomly chosen channels. (A negative S = G- (1__ Pe)_ (6)
acknowledgment may be implicit, i.e., deduced from the lack N
of a positive one.) Since there is no benefit from delays in .
a multichannel system wherein collisions are independent bperefore, ifG and P. are held constant, minimizing’ will
one another, at least one packet is transmitted in each atterigdximize S. The channel capacity will be the maximized
Following success, retransmission ceases; dfterattempts, throughput value.
a packet is declared lost and is discarded. (In practice, aSince failures are independent angl,.x copies are trans-
higher level protocol may resubmit the packet, but it would b®itted unless success is detected prior to the last round, the
considered a new one. Moreover, assuming a low permissiBl@bability of all transmissions of a packet failidg is
probability of failure, the high-level retransmission traffic is .
negligible.) Po=(1—¢ %) ©)
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Alternatively, we can expres§ as The Optimal Replication-Based PolicyGiven D,. and F,
1N we now proceed to minimiz&’ using a dynamic programming
G=—ln(1- P/ (8) approach. Initially, we assume tha,.. is given and the

. , o entire budget must be spent, so our goal is to optimize the
Let n; denote the number of copies transmitted in tkie allocation of N,,.... copies among thé, rounds.
attempt. Then We use (8) to expres& in terms of P. and Nyax; Next,
N— Z . ©) this is substituted foG' in (13) to yield N as a function of
— the requirements and the budget distributian). For clarity
‘ of presentation, we will nonetheless continue to shGwn
Also the expressions.
D. In dynamic programming terms, the number of attempts
Ny = Z . (10) used so far will be the systestage The vector of number
of copies per attemph; is the state of the system. The
decisionmade in each attempt is how many copies should be
The 4th transmission attempt will occur if and only if alltransmitted out of the remaining budget. After the decision, the
preceding attempts fail. The probability of this eventis  state variables undergoteansformationwhereby the chosen
1 number of copies is appended to the vector. @turn function
Pr(ith attemp} = (1 — e_G)EJ’:1 " 1=2,---,D, is the expected number of transmissions so far which will be
(11) denoted asV,(n). t andn will denote the iteration variables,
1<t< D,andl <n < Nyax.
and To use the optimality principle, which states that the dy-
namic programming technique will find a global optimum [17],
Pr(1st attempt = 1. (12)  two conditions must be met: 1) the objective function must be
o ) ) separable in the sense that the effect of the final stage on the
Transmission proceeds until one of the attempts is Succesﬂl&irective function depends only on the previous state and the
or until the deadline. Therefore, the expected total number gk decision; and 2) state separation property: after a decision

=1

copies transmitted per packet is is made, the next state depends upon the previous state and
: _ the decision.
N = Z ni- (11— C—G)EE i (13) Condition 1) is met since the expected contribution &t
P of a possible transmission af copies after: n,; copies have

_ _ been transmitted is - (1 — ¢e=“)* ™ which depends only on
Multicopy ALOHA (c Copies per Attempt}iere, Nmax =  the state variables; and the decision variable. From the

¢- Dy andn; =cfori=1,---,D,. Substituting in (13) and definition of the transformation, our next state vector depends
(8) yields only on the previous state vector and on the decision made,
_ _ane _ene(Pa—1) so the second condition holds true.
N=c: (1 (=)t (1) ) The recurrence equation is
_ (1 — oGP — . ) _g\n—t == )
o 1iloet) ag M= _min (i (1) E N (- 0)
1-— (1 — € ) (18)
where with the boundary condition
N =n. 19
G =—tn (1 PP, (15) in) =mn (19)

The optimal policy for transmitting. packets int attempts
Minimizing N over ¢ produces the final results. is composed by abutting an optimal subpolicy for transmitting
A Single Copy in All But the Last Attemptt,(Z,---, 1,¢): fewer thann packets int — 1 attempts, with the transmission

Here, Nyax = D, + ¢ — 1. Substituting in (13) and (8) yields of the remaining copies in the last attempt. (The determination
of how many of ther packets should be transmitted in the last

N=1+(1-ec+-+(1-c9 Pr=2 attempt is part of the optimization.) Thus, we have constructed
_ay -1 a recursive formula forNp (N), the minimum expected
+ c(l - ¢ ) number of copies of a packet transmitted in ugditpattempts,
— G (1 —(1- @—G)DT) e e—G)DT_l given a maximum permissible numbé¥,,... (and recalling

(16) that transmissions cease upon successful reception).

Having solved the optimization problem for any given total
number of copiesV,,.x, the remaining step is to optimize
over N.x. Although intuition suggests that there should be

G=-In(l- p€1/0r+c—1)_ (17) a single local minimum ofN, this is not always the case,
apparently due to quantization problems. Nonetheless, since
Minimizing N over ¢ again produces the final results. Nmax 1S small in all practical situations and the optimization

where



262 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 17, NO. 2, FEBRUARY 1999

TABLE 1l
ATTAINABLE - THROUGHPUT COMPARISON AMONG VARIOUS RETRANSMISSION SEQUENCES ON A
MULTICHANNEL WITH UP TO D;- TRANSMISSION ATTEMPTS (ROUNDS) AND AN ERROR PROBABILITY P.

Pe D, S(1,1,--+,1) [ S(e, e, -, ¢) c S(1,1,---,¢) c S(opt) | Sequence(opt)
0.01 3 0.1904 0.2447 2 0.2683 3 0.2787 [124]
0.01 5 0.3056 0.3056 1 0.3374 3 0.3404 [11123]
0.001 3 0.0948 0.1872 3 0.2254 5 0.2470 [237]
0.001 5 0.2166 0.2604 2 0.3098 5 0.3213 [11125]
0.0001 3 0.0453 0.1488 4 0.1984 6 0.2330 [2 3 10]
0.0001 5 0.1452 0.2186 3 0.2913 7 0.3125 [11238]

over V...« is carried out once, an exhaustive search dvgy,, Round Stretching:So far, a station was permitted to trans-
is reasonable. mit only in the first slot of a round, and subsequently had

Numerical Results:The probability of failure was held to wait for feedback. With this constraint, the optimal way
equal for all schemes, and in each of the two parameterizefdaccommodating a constrained number of transmitters per
schemes was chosen to maximize capacity. Numerical resultgation was to solve the constrained version of the dynamic
have been obtained for several valuesidf for D, = 3 and programming problem.
for D, = 5. Sample results are provided in Table Il, and more |n this section, we present an alternative approach, whereby
are plotted in Fig. 1. the transmissions of a given round occur in a contiguous

For P. = 0.001, the optimal sequence (1, 1, 1, 2, 5) achievesequence of slots, beginning with the first slot of the round.
a capacity of 0.3213. This is 50% higher than the capacifisliowing the transmissions, a station ceases transmission
with a (1, 1,---, 1) sequence, 23% higher than with a (2, Zawaiting feedback. Compared with the original scheme, this
-+, 2) sequence, and 3% higher than with ffiel,---,5) approach entails “stretching” the round by one less than the
sequence. The advantage of the optimal solution is even mg{gnper of slots during which transmission is permitted. Taken
pronounced for lower values df. or D,. to the extreme, a single transmitter can be used by each

Remarks: station. In the remainder of this section, we focus on the

1) The maximum capacities of the different schemes (everhgle-transmitter case in view of its practical importance;

for the same probability of failure and deadline) occuonetheless, hybrids are possible, and the analysis can be
with different maximum numbers of copies, and theregdapted.

fore at different values of7 (different probability of  ynlike slot synchronization which must be global, a round
collision for any given copy). is “private” to each transmitting station. Accordingly, the

2) We see that our optimal method achieves the highest ¢gration of a round is determined by the number of copies

pacity for any given’, and D,.. The advantage becomesyansmitted in it (and thus the number of slots used for trans-
more pronounced as the permitted error probability $ission). The optimal transmission scheme entails transmitting
reduced. very few copies, usually one, during all but the last round;

A Limited Number of Transmittersin practice, the number therefore, the total number of time slots required for emulating
of transmitters (and hence concurrent transmissions by a single multitransmitter policy using a single transmitter is not
station) is severely limited. We denote this limit BY. The mych greater than that required with multiple transmitters. In
foregoing dynamic programming analysis is next modified {@e remainder of this section, we derive the optimal single-
accommodate this limitation transmitter policy, and compare it with the unconstrained
optimal solution.

Derivation of Capacity with Round Stretching and a Single
Transmitter: A deadline (along with the propagation delay in
slots) defines the maximum number of transmission rounds.
Any permissible number of rounds moreover determines the
maximum aggregate number of copies per mess¥gg..

With a single transmitter per station, there is complete flexi-
bility in the allocation of this “budget” to the rounds as long
Ni(n) = n. (22) as at least one copy is transmitted per round.
For each number of permissible rounds, we begin by em-

A comparison with the unconstrained case is presentedfl®ying dynamic programming to find the optimal allocation
Table Il for two and three transmittefdX’ = 2,3) and for of the total transmission budget among the rounds. The re-
three and five round$D, = 3,5) for several values of lationship between the total budget and the deadline enables
P,. The disadvantage of a restricted number of transmitters to plot the attainable throughput versus the deadline, as
(and thus transmissions per round) is more pronounced ftepicted by the dashed lines in Fig. 2.
smaller permissible probabilities of not meeting the deadline. Extending the deadline while holding the number of rounds
For P. > 0.01, the difference becomes negligible. fixed increases the budget. However, spending the entire

N:(n) = min (L (1- G_G)n_i +Ni_1(n— L)) (20)
with ¢ constrained to the range
t=max(l,n—K-(¢t—-1),---,min(K,n—t+1) (21)

and the boundary condition
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Fig. 1. Attainable throughput (capacity) verstls for multiround transmissions on a multichannel. (a) The deadline permits three rounds and (b) five rounds.

budget may be suboptimal: it may entail transmitting moreurve, and to not transmit any more even if the deadline is
copies than are required for achieving the specified probabilgxtended. As depicted by the dot—dash curves (partly masked
of failure to meet the deadline, thereby creating excessilg the solid curves) in Fig. 2, the attainable throughput then
offered load and reducing the attainable useful throughpstays at its peak as the deadline is extended. (It should be
Therefore, forcing the use of the entire budget causes theted that the avoided transmissions would have contained
attainable throughput with any given number of rounds tadditional copies in the last permissible round, i.e., would not
peak at a certain value of the deadline and to then fall off. T&ve been based on knowledge that all prior transmissions had
optimal policy for any chosen number of rounds (as a functidailed. Avoiding them is thus not inconsistent with the intuition
of deadline) is to use the entire budget up to the peak of thereby one should not give up prior to the deadline.)
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TABLE I
ATTAINABLE - THROUGHPUT (CAPACITY) COMPARISON AMONG THE OPTIMAL RETRANSMISSION SEQUENCES ON AMULTICHANNEL WITH ERROR PROBABILITY P. AND
UP TO ' CONCURRENT TRANSMISSIONS (K TRANSMITTERS PER STATION): (&) Up To THREE TRANSMISSION ATTEMPTS (ROUNDS); (b) Up To 5 RounDs

D, Pe Sopt Seq. Sopt (K = 3) Seq. Sopt (K = o) Seq.
3 0.01 0.2614 [122] 0.2772 [123] 0.2787 [124]
3 0.001 0.1884 [122] 0.2198 [123] 0.2470 [237]
3 0.0001 0.1302 [122] 0.1716 [133] 0.2330 [2 3 10]
3 0.00001 0.0877 [122] 0.1355 [133] 0.2232 [2 4 13]
5 0.01 0.3378 [[11122] 0.3404 [11123] 0.3404 [11123]
5 0.001 0.2954 [[11222] 0.3135 [11233] 0.3213 [L1125]
5 0.0001 0.2471 [[11222] 0.2828 [11233] 0.3125 [11238]
5 0.00001 0.2034 [[12222] 0.2489 [11333] 0.3071 [112311]
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Fig. 2. Attainable throughput (capacity) versus deadline with round stretching using a single transmitter. The graph envelope is construtizxiraarthe
(at any given deadline) among the “nondecreasing” results for the different numbers of rounds, and represents the optimum among all replication-bas
single-transmitter policies. The plots are f6x = 0.01 and a round-trip delay of 20 slots.

Finally, for any value of deadline, we pick the optimabf permissible rounds increases, the approximation becomes
number of rounds by selecting the largest value from amouotpser and closer.
the individual curves, as depicted by the solid curve in In practice, the round-trip propagation delay is on the order
Fig. 2. This choice represents the optimal replication-basefitenths of a second or even less, and a slot is perhaps ten
single-transmitter policy for the given set of parameters atithes (or more) shorter than that. Since deadlines are often
requirements, and the solid curve depicts capacity as a functatiotated by human-response measures, it is clear that extending
of D,.. Throughout the remainder of this section, we use theaedeadline by a few slots is insignificant. Therefore, another
envelope curves in comparing the optimal single-transmittinteresting way of interpreting the comparison is by measuring
scheme with optimized versions of other schemes. the horizontal distance between curves, i.e., the number of slots

Fig. 3 presents a comparison among the optimal uncdoy which the deadline would have to be extended in order for
strained and single-transmitter replication-based policies, the single-transmitter scheme to attain the throughput that is
well as the baseline (single-transmitter, single-transmissipossible (with the original deadline) with the unconstrained
per round). Plots are shown fdf. = 0.001 and 0.01 and scheme. This comparison reveals that the required extension
round-trip delays of 10 and 20 rounds; these are realist& quite small: approximately five time slots féf. = 0.001
engineering values. It is readily noticed that the difference and three slots foF, = 0.01. As the round-trip delay increases
attainable throughput between the unconstrained scheme éinderms of slots), the relative cost of stretching decreases.
the single-transmitter one depends on the deadline in a periodi¢tiaving demonstrated that the attainable performance with
manner, corresponding to the remainder of the division of thiee single-transmitter scheme exhibits most of the benefits of
deadline by the round-trip propagation delay. As the numbtire unconstrained scheme, we conclude this section with a
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Fig. 3. Capacity versus deadline with an optimal unconstrained replication-based scheme, an optimal such single-transmitter scheme [iinghcasidetc
the baseline scheme of a single transmitter with no redundancy?.(a} 0.001, round trip= 10; (b) P = 0.01, round trip= 10.

comparison among single-transmitter versions of our scheme, V. DISCUSSION

multicopy ALOHA, and the baseline (nonreplicated) scheme. |y the last two sections, we have presented promising
Fig. 4 depicts the results faf. = 0.001 and 0.01, and round- gchemes that can very substantially increase the capacity
trip delays of 10 and 20 slots. Clearly, our optimal schemg multichannel ALOHA networks in deadline-constrained
achieves a much higher capacity than (optimized) multicogyseration. In this section, we review the main simplifying
ALOHA, not to mention single-copy ALOHA. With three assumptions that were made, and discuss operational issues.
rounds andP, = 0.001, for example, capacity increases from Stability and Control Policy:In practice, there may be sit-
0.19 to 0.25, an improvement of 30%. Whéh = 0.01, it uations in which the attempted throughput exceeds capacity
increases by 15%. and the ALOHA protocol becomes unstable [18], [19]. For
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Fig. 3. (Continued) Capacity versus deadline with an optimal unconstrained replication-based scheme, an optimal such single-transmitter scheme
(round-stretching), and the baseline scheme of a single transmitter with no redundarféy <£d).001, round trip= 20; (d) P. = 0.01, round trip= 20.

those cases, which would typically be infrequent, a backgroumtiependent of one another. This assumption is not accurate
process could be used to estimate the offered load and caggethe case wherein several copies are transmitted over tens
stations to throttle down their traffic in order to bring they channels, as in practical systems today. The dependency

system back into a stable region. Such activities are not Veg%ong multiple collisions in such cases will lower the per-
demanding, and are not part of the core random-access scheme

Moreover, their incorporation is not expected to substantial 9rmance gains seen in this work,_ anq an_ exac_t _analy5|s IS
alter the results of this paper. warranted. Nonetheless, the approximation is sufficiently close

Independent CollisionsWe have assumed a sufficientlyand the improvement very substantial, so the merit of the
large number of channels so that collisions may be considemg@posed schemes is established.
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Fig. 4. Capacity versus deadline with the optimal single-transmitter replication-based scheme, optimized multicopy ALOHA (single traasmittes),
baseline (nonreplicated) multichannel ALOHA. (&) = 0.001, round trip= 10; (b) P. = 0.01, round trip= 10.

Estimation of Offered LoadA problem often associated specified value; there is no reward for reducing delay. This,
with optimized operation of random-access schemes is tltambined with the fact that the probability of collision of any
of continuously estimating the offered load. For exampl@jven copy increases with an increase in offered load, implies
retransmission policies need this information in order tihat it suffices to use a fixed transmission policy, which is
minimize the expected delay for any given throughputuned for the operating point at which the maximum capacity
With the user-oriented performance measures employed (subject to the constraints) is attained. Whenever throughput
this paper, however, this is not the case: all that mattersissbelow that (for lack of generated packets), the constraints
maximization of attainable throughput subject to exceedingvall definitely be satisfied; the fact that we could do even
specified deadline with a probability that does not exceedbatter (e.g., in the sense of mean delay) in these situations
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Fig. 4. (Continued) Capacity versus deadline with the optimal single-transmitter replication-based scheme, optimized multicopy ALOHA (single transmitter)
and the baseline (nonreplicated) multichannel ALOHA. &) = 0.001, round trip= 20; (d) P. = 0.01, round trip= 20.

is irrelevant! This observation greatly simplifies the use dfased communication system used for transaction processing.

our scheme. Moreover, we have shown how to judiciously exploit redun-
dancy in order to substantially increase the capacity of a

VI. CONCLUSIONS multichannel ALOHA network for any given deadline and the
We have introduced a performance measure along withP&rmissible probability of not meeting it.

corresponding optimization goal: maximization of capacity For a single round of transmissions on a multichannel,

subject to keeping delay below a specified deadline with &g focused on a scenario that is typical of geostationary

least a specified probability. This realistic measure capturgatellites and their VSAT ground stations. We showed that the

both the user view and system-architect view of a satelliteembination of replicated preambles and lower overhead error
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correction for the data portion results in a dramatic increase @f] Y. W. Leung, “Generalized multi-copy ALOHA,Electron. Lett, vol.
the attainable throughput subject to a required probability of =~ 31, pp. 82-83, Jan. 19, 1995. . . .
This is an adaptation of redundant dispersit routir{%] E. W. M. Wong and T.-S. P. Yum, "The optimal multi-copy Aloha,
success. This p persity IEEE Trans. Automat. Conirvol. 39, pp. 1233-1236, June 1994.
to this situation. As an example, a throughput of 0.18 (pefs] Y. Birk and Y. Keren, “Redundant transmissions and retransmission
channel) with 99% probability of success was shown, as scheduling for improved throughput-delay in ALOHA networks,” CC-
; ; PUB 209 (EE-PUB 1109), Technion, Dec. 1997.
compargd with athrothpU_t 0f 0.01 Tor Con\_/em'onal ALOHA 7] —, “Optimal inter-copy delay for dual-copy transmissions in
Further improvement of this result is possible by optimizing ~ ALOHA with no feedback,” CC-PUB 234 (EE-PUB 1134), Technion,
the code selection. Jan. 1998.
; [PPSR : i aci :I8] N. Abramson, “The ALOHA System—Another alternative for computer
. Opt|mal repl!catlon based mu.ltlround retransmlssmn pO|I. communications,” iMAFIPS Conf. Proc., 1970 Fall Joint Comput. Cagnf.
cies were devised for the multichannel. Most important, it ) 37, pp. 281-285.
was shown that the best policy in the case of a deadline is 0] N. F. Maxemchuk, “Dispersity routing,” ifProc. Int. Conf. Commun.
transmit one or very few copies of the packet at a time until t 1975, pp. 41.10-41.13.
| L Y ph b P f K . 0] M. O. Rabin, “Efficient dispersal of information for security, load
ast trar)smlssmn attempt.T en, a burst o pac ets is transmit- p;jancing, and fault tolerance. ACM vol. 36, pp. 335-348, Apr.
ted. This method sharply increases the attainable throughput 19s9.
for any given deadline and the permissible probability dfll Y- ||3'f_|t< té_md '}' BdIOCZ, “Prlqutle_e?lglstpgrsalitA Sggeme gshr Iseleﬁﬁlve
T . . . . expioitation or reaunaancy In distrioutea systems, Hroc. sraell
failing to_mget it, and _t_he relafuve |_ncrease is greater when Conf. Comput. Syst. Software Er{tSySE'9, June 1997, pp. 77-85.
the permissible probability of failure is smaller. We addressegb] v. Birk, “Random RAID's with selective exploitation of redundancy
the constraint of a limited number of transmitters per station, for high performance video servers,” Rroc. NOSSDAV '97St. Louis,
: : : : MO, May 1997, pp. 77-85.
focusmg on ﬂ‘]‘e most practlpal ”Case of a smgle transmltter: V¥ E. S. Sousa and J. A. Silvester, “Spreading code protocols for distributed
showed how “round stretching” can be employed to substitute " spread-spectrum packet radio networkiEEE Trans. Commun.vol.
time for transmitters, achieving with a single transmitter results 36, pp. 272-281, Mar. 1988.
that come close to those of multiple transmitters. [14] S. W. Kim and W. Stark, “Optimum rate Reed-Solomon codes for
h th inale- d multiround schemes are most applica- frequency-hopped spread-spectrum multiple-access communications
Bot € S'ng € a|.’1 ult u_ > ; ] pp.| systems,”IEEE Trans. Communvol. 37, pp. 138-144, Feb. 1989.
ble to transaction-oriented applications using high-bandwidfts] M. B. Pursley, “Frequency-hop transmission for satellite packet switch-
satellites, in which the permissible delay is much larger than ing and terrestrial packet radio network$EZEE Trans. Inform Theory
. ; : vol. IT-32, pp. 652-667, Sept. 1986.
the transm|_55|on time of a packet. Both ?f_:hemes require . @] E. Lutz, “Slotted ALOHA multiple access and error control coding for
use of receivers on all channels, thus requiring a hub. Satellites 1and mobile satellite networks|t. J. Satellite Communvol. COM-10,
that can receive all transmissions and process them on board pp-c 275—281.d1992. c suct _ _
would obviate the need for a terrestrial hub, thereby cutting ") h’ewosgfkr. ?Dnerg'\g}n\:)vﬁ p(:)OpgﬂZ uction to Dynamic Programming.
half the round-trip propagation delay, substantially reducings] A. B. Carlelial and M. E. Hellman, “Bistable behavior of Aloha-type
the required spectral bandwidth, and doubling the permissible  systems,1EEE Trans. Communvol. COM-23, pp. 401-409, Apr. 1975.
number of rounds; as seen in the numerical results, doing 48 Y- A- Rosenkrantz and D. Towsley, "On the instability of the slotted
. . . . ALOHA multiaccess algorithm,”IEEE Trans. Automat. Contr.vol.
could substantially increase the attainable throughput while

. . AC-28, pp. 994-996, Oct. 1983.
adhering to the same deadline. Our schemes can thus greatly

benefit from such satellites.

One interesting direction for continued research on th
topic entails the application of more general error-correctic
techniques to the multiround case. A first step would ent:
the application of those to individual transmission attemp
(rounds); however, they could also be applied across roun
allowing the receiver to accumulate subpackets of the sa
original data packet.
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of this, the fact that the performance improvements are vagyns, with special attention to the true application requirements in each case.
substantial, and since the simplifying assumptions appearTt® judicious exploitation of redundancy for performance enhancement in
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REFERENCES

[1] L. G. Roberts, “ALOHA packets, with and without slots and capture,’
Comput. Commun. Rewol. 5, pp. 28-42, 1975.

[2] L. Kleinrock and S. S. Lam, “Packet switching in a multi-acces:
broadcast channel: Performance evaluatitE Trans. Communvol.
COM-23, pp. 410-423, Apr. 1975. j

[3] F.J. MacWilliams and N. J. A. Sloang&he Theory of Error Correcting
Codes. Amsterdam: North-Holland, 1978.

Yaron Keren received the B.Sc. (suma cum laude)
and M.Sc. degrees in electrical engineering from the
Technion—Israel Institute of Technology, in 1993
and 1998, respectively. His thesis was entitled “Judi-
cious use of redundancy for improved performance
in ALOHA networks.”

From 1993 to 1999, he served an Engineer in the
Israel Defense Forces. His current research interests
include communications systems.



