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Abstract. Multi-channel Slotted ALOHA is currently used primarily in satellite-based networks for transaction processing (e.g., credit
card payments at cash registers). For these applications, maximization of attainable throughput while adhering to a maximum-delay con-
straint with a required probability reflects both the user’s requirements, the network owner’s desires, and the non-deterministic nature
of ALOHA. This paper explores the judicious use of multiple power levels as a priority mechanism; e.g., the last transmission attempt
uses higher power. It focuses on the practical and relevant range of three transmission attempts, up to three power levels, and maximum
values of the permissible probability of missing the deadline (Pe) in the range 10−5 < Pe < 10−2. Our scheme increases the attainable
delay-constrained throughput by 84–355% (two power levels) and 140–762% (three levels) over classical slotted ALOHA. An optimized
combination of multiple copies and two power levels outperforms classical slotted ALOHA by 144–1240%. The smaller Pe, the greater the
improvement. The benefit of our schemes is thus dramatic, and far exceeds the contribution of power capture to (unconstrained) capacity of
ALOHA.
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1. Introduction

The ALOHA random access scheme was introduced by
Abramson in the 1970s [1], and a slotted-time version was
introduced in [12]. Since then, it has been studied extensively.
The majority of the studies suggested improvements to the
basic scheme in order to increase the attainable throughput or
improve the mean delay for a given throughput. Other studies
considered stability problems (e.g., [6,9]).

Presently, ALOHA is used almost exclusively for transmit-
ting short messages in networks that utilize a shared channel
when propagation delay is larger than message-transmission
time. (The messages may carry user information, serve for
network control, or serve for reservation requests.) In such an
environment, short messages render reservation schemes in-
effective, and the long round-trip delay precludes the effective
use of channel-sensing access schemes.

One of the important uses of ALOHA nowadays is in
satellite-based networks used for short transactions [5]. For
these uses, [4] introduced a performance measure that re-
flects both the user’s requirements, the network owner’s de-
sire to use the network efficiently, and the probabilistic nature
of ALOHA: maximizing attainable throughput (“capacity”)
while adhering to a maximum permissible delay (deadline)
constraint with (at least) a required probability.
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Israeli ministry of industry and trade.
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The straightforward use of multi-channel Slotted ALOHA
for this purpose entails transmission of a packet over a ran-
domly chosen channel. If an acknowledgment is not received
from the hub, the packet is retransmitted over a randomly
chosen channel. These transmission rounds are repeated un-
til receipt of an ACK or expiration of the deadline. We refer
to this as the baseline scheme or as “standard multi-channel
slotted ALOHA”.

A general alternative approach for maximizing delay-
constrained capacity was introduced in [4]: transmission poli-
cies whereby the maximum channel-resource expenditure per
message is high, while the mean is kept low. The rationale is
as follows:

� Spending a large maximum effort on a message before
giving up on it reduces the probability of its failure to meet
the deadline;

� The low mean resource expenditure minimizes “pollu-
tion”, thereby allowing more active users (and thus higher
throughput) at any given “working point” (offered load).

A class of policies that applies this approach entails spend-
ing a small amount of network resources on a message in the
first transmission round, and increasing this amount in late
rounds. Because late rounds are unlikely to take place (trans-
mission ceases upon successful reception), a large amount of
network resources can be spent on a message before it is aban-
doned, with little impact on the mean per-message resource
expenditure [4].
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In [4], an optimal multi-copy policy was developed: an in-
creasing number of copies of the message are transmitted (over
different, randomly chosen channels) in successive transmis-
sion rounds until success or deadline expiration. (The number
of copies in each round is optimized.)

In [3], a “multiple working points” scheme was proposed:
disjoint subsets of channels are allocated to different transmis-
sion rounds, with less loaded channels allocated to the later
rounds. (The partitioning of the channels among the groups is
optimized.)

The “multi-copy” and the “multiple working points”
schemes achieve dramatic improvements relative to the base-
line scheme (one copy over a randomly chosen channel in each
transmission attempt). It was also discovered that multi-copy
is superior, and an optimal combination of the two approaches
only slightly outperforms it [3].

In [2], the multi-copy approach of [4] was generalized and
extended to multi-slot packets: erasure-correcting codes com-
puted over multiple same-packet fragments replaced replica-
tion; this allows any given “extra” (redundant) transmitted
fragment to be substituted for any single fragment of the
original packet fragments that was not received. The success-
ful reception of any message fragment moreover made the
hub aware of the need to send the remaining ones, and the
hub allocated contention-free slots for them. This “coding-
reservation” scheme can break the well-known 1/e capacity
barrier of Slotted ALOHA even with a delay constraint.

The use of multiple power levels, selected randomly, has
been shown to increase the capacity of various multiple-access
schemes, in particular ALOHA [7,8,10,14]. The improvement
is due to the power capture effect, which, in certain cases, per-
mits successful reception of one packet despite the concurrent
transmission of others on the same channel. Capacity (no de-
lay constraint) increases of 43% and 70% were achieved with
two and three power levels, respectively, and perfect capture
[10].

In the current paper, we explore the benefits of an explicit,
deterministic optimized use of multiple power levels as a pri-
ority mechanism in order to increase delay-constrained capac-
ity. Specifically, transmission using a higher power level in the
last round(s) is used to prefer the late-round transmissions of a
message that is about to be dropped over early attempts of other
messages. The method is developed and analyzed for “narrow-
band” channels and “conventional” receivers, which permit at
most one successful reception per channel per time slot. We
then jointly optimize the use of multiple power levels and mul-
tiple copies to obtain further performance improvements. We
intentionally consider only a small number of power levels, a
short permissible maximum delay, and simple hardware, so as
to avoid any doubt as to the practicality of our schemes.

The remainder of the paper is organized as follows. In
Section 2, we present the network model. In Section 3 we de-
velop and analyze specific transmission policies using two and
three power levels, focusing on the latter for brevity. In Sec-
tion 4 we optimally combine multiple copies with two power
levels. Section 5 offers concluding remarks.

2. Network model and preliminaries

2.1. Model and definitions

The network comprises ground stations that transmit single-
slot messages over randomly chosen time-slotted channels.
A hub monitors all channels and ACKs all successful recep-
tions. ACKs are sent over separate, contention-free lossless
channels. The lack of an ACK when it is expected indicates a
collision.

We assume an infinite number of stations and a large num-
ber of channels. The number of transmissions over any given
channel in any given time slot is modeled as a Poisson random
variable, independent from slot to slot and from channel to
channel. The analysis in this paper is carried out under such an
independence assumption. The independence is between the
fates of different transmissions of the same message. Strictly
speaking, the fates of retransmissions depend on those of past
transmissions, but this dependence diminishes as the number
of channels is increased. This fact was confirmed by simu-
lation [4]. Thus, the assumption of independence is a good
approximation.

We employ a realistic first-order model of power capture,
whereby a packet is captured by a receiver iff the ratio of its re-
ceived power to the sum of the total received power of all other
packets simultaneously received by the receiver plus receiver
noise (S/(I + N)) is greater than a given capture ratio, denoted
β. We also assume the use of “narrowband” transmissions (no
coding or spreading gain), so β > 1. This, in turn, implies that
at most one message can succeed on any given channel in any
given time slot. In the analysis, we will assume that the noise
is negligible relative to the received power of a packet. This
is sensible because, in satellite communications, the power
is set such that packets are receivable despite the noise, with
proper link margins to guarantee this in changing weather con-
ditions. We will thus focus on signal-to-interference ratio. The
analysis can easily be extended to the case in which noise is
not negligible.

A message that is not received by the deadline is dropped
by the transmitting node. By a slight abuse of notation, we use
Pe to denote both the failure-probability constraint (maximum
permissible probability of not meeting the deadline) and the
actual failure probability at a given working point with a given
transmission policy. The intent should be obvious to the reader
in each instance. (Note that, when operating at the maximum
attainable throughput for a given scheme, the values of Pe in
the two senses become equal.) We also adopt the distinction
made in [4] between the generation rate of new messages,
Sg , and the throughput S. Specifically, S = Sg(1 − Pe). (In
this work, we consider maximum permissible probabilities
of missing the deadline and thus dropping a message in
the range 10−5 ≤ Pe ≤ 10−2, so this distinction is mostly a
formality.)

Remark. We speak of transmission power levels. In the
analysis, however, these should be understood as the resulting
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received-power levels. Also, all the analysis is carried out
for a single channel. The existence of many channels is only
reflected in the independence among fates of any given packet
in different rounds.

Stability. Multi-channel ALOHA with message discarding
upon deadline expiration cannot “crash” due to overload, be-
cause the offered load never exceeds the product of the arrival
rate and the maximum number of copies of a message that are
transmitted before it is discarded due to deadline expiration.
Nonetheless, it is bistable in certain load regions, with a lower
bound on S(Sg). The hub can detect such situations and “push”
the network into the “good” stable point, namely one in which
increasing G increases S. The hub can, for example, use the
contention-free outbound channel to instruct stations to back
off probabilistically. (Such a scheme does not require the hub
to know the identities of the contending ground stations.) The
analysis in this paper applies to “good” stable operation.

3. Maximum throughput with multiple power levels

In this section, we develop and analyze access schemes that
entail the transmission of a single copy per round. The number
of rounds is determined by the deadline and by the round time
(round-trip propagation delay plus any processing time in the
hub or in the satellite terminals). We have elected to focus
on the case of three rounds, corresponding to a deadline of
2-3 sec in practical systems using geosynchronous satellites.
The extension to a different number of rounds is obvious. Simi-
larly, we only consider the use of two and three different power
levels, so that the schemes are practical and relatively simple
to implement. Once again, the schemes and their analysis can
be extended with relative ease.

“Stationary” multi-channel ALOHA policies that use mul-
tiple power levels have been studied in the past. With these,
power for each transmission is chosen independently with
optimal probabilities from among a set of optimally-chosen
power levels [10]. However, our interest is in attainable delay-
constrained throughput rather than in capacity. We therefore
begin by re-optimizing these policies for our performance
measure. Next, we replace the “stationary” policies with “non-
stationary” ones, whereby the power is selected optimally (and
deterministically) per transmission round. (We refer to the lat-
ter as “deterministic” in view of the deterministic selection of
transmission power, which is decided off-line for each round.
Channels are still selected randomly per transmission.) Re-
sults are presented for both two and three power levels. For
the sake of brevity, however, we omit the analysis for the case
of two levels.

3.1. Optimized “stationary” policy

Let PL , PM and PH denote the probability of transmitting with
low, medium and high power, respectively. For facility of ex-
position and because we use these schemes primarily for com-

Table 1
Attainable throughput with stationary policies; three rounds.

SS
3 − S1 (%) SS

2 − S1 (%) SS
3 SS

2 S1 Pe

53 35 0.2917 0.2574 0.1904 10−2

51 34 0.1435 0.1271 0.0948 10−3

51 34 0.0682 0.0605 0.0453 10−4

50 33 0.0320 0.0284 0.0213 10−5

parison with our non-stationary schemes, we assume perfect
power capture: a transmission succeeds if and only if there are
no other transmissions with equal or higher power on the same
channel. We also assume that receiver noise is negligible. The
probability of success of a transmission is therefore

Psuc = PLe−G + PM e−G ( 1−PL ) + PH e−G (1−PL−PM ), (1)

where G is the offered load (per channel). The probability of
failing to meet the deadline (three rounds) is

Pe = (1 − Psuc)3. (2)

The mean total number of transmitted copies per packet,
including both successful and dropped messages, is

E = Psuc + 2(1 − Psuc)Psuc + 3(1 − Psuc)2, (3)

and throughput is given by

S = G

E
(1 − Pe) = Sg(1 − Pe). (4)

An optimal choice of probabilities for using the three power
levels yields nearly identical values for PL , PM and PH . (Note
that, with perfect capture, the relative power levels do not
matter.)

Table 1 depicts the attainable throughputs. Subscripts de-
note the number of power levels, and the superscript “S” stands
for “stationary”.

We see that the optimized stationary policy improves per-
formance relative to the baseline scheme by approximately
33% and 50% with two and three power levels, respectively.
Results with realistic, imperfect power capture are very sim-
ilar. This improvement is actually smaller than the improve-
ment in unconstrained capacity (no deadlines), which is 44%
and 70% for two and three power levels, respectively [10].

3.2. “Deterministic, non-stationary” policies

A comparison of the attainable throughputs of all possible de-
terministic choices from among three power levels in each
of three rounds (with relative power levels optimized for each
choice of power-level sequence) reveals that the optimal choice
of power levels for the three rounds with two power levels is
LHH, and with three power levels it is LMH (Low, Medium
and High power in the first, second and third rounds, respec-
tively). Also, probabilistic non-stationary policies do not out-
perform the deterministic ones. We next present the analysis
for the LMH policy, including the determination of the optimal
relative power levels. Analysis for other policies is similar.
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3.2.1. A practical model for power capture
Suppose that, in a given time slot, n messages are transmitted
over a given channel with power levels Wi (i = 1, 2, 3, . . . , n).
Without loss of generality, let us consider message n. Per the
assumptions stated in the previous section, message n will be
received successfully if and only if

Wn
∑n−1

i=1 Wi

≥ β > 1. (5)

A message can thus succeed only if no other messages are
transmitted over the same channel in the same time slot with
equal or higher power, and not too many are transmitted with
lower power.

Let us next determine the three power levels. The Low
power level is determined by the receiver’s sensitivity, de-
noted Wmin, and is simply WL = Wmin. The Medium power
level is determined so as to enable the receiver to capture a
Medium-power message in the presence of an integer number
of Low-power messages. Therefore, WM = b · β · Wmin, where
b is some integer. Following the same logic, the High power
level is determined so that the receiver is able to capture a mes-
sage of High power level when it is transmitted along with one
Medium-power message and possibly some combination of
additional Low- and Medium-power messages. We therefore
let WH = l ·β2 · Wmin, with l ≥ b. The meaningful increments
of l are 1/β, corresponding to the ability of a High-power mes-
sage to tolerate an additional Low-power transmission.

It can readily be seen that increasing l increases the proba-
bility of success of a High-power transmission without altering
those of lower-power ones. This suggests choosing infinite l.
In practice, however, maximum transmission power is dictated
by the maximum possible transmission power or by regulatory
constraints (rounded down to the nearest meaningful value).
Given β and Wmin, this determines l. It then remains to find
1 ≤ b ≤ l that achieves maximum throughput according to our
measure. (b determines the Medium power level.)

After determining the power levels, we will compute the
probability of a message to succeed when transmitted at the
Low power level WL .

Due to the independence assumption, the offered load G
can be expressed as the sum of the means of three independent
Poisson random variables. With one copy transmitted in each
attempt (without regard to transmitted power), it follows that

G = Sg + Pc1 Sg + Pc1 Pc2 Sg, (6)

where Pci denotes that probability of failure (“collision”) in
the i th attempt.

Since a low-power message succeeds only if it is the only
one transmitted in the slot, the probability of success of a
message in the first attempt is:

Psuc1 = e−G . (7)

The probability of success of a message transmitted with
medium power WM in the second attempt is:

Psuc2 = e−Pc1 Sg e−Pc1 Pc2 Sg

(
b∑

k=0

(Sg)k e−Sg

k!

)

. (8)

e−Pc1 Sg is the probability that Medium power messages will
not appear in the same time slot (except the test message for
which we are computing the probability of success).

e−Pc1 Pc2 Sg is the probability that no High-power message
will appear in the same time slot.

∑b
k=0 (Sg)k e−Sg

k! is the probability to transmit no more than
b Low-power messages in the same time slot.

After further algebraic manipulation, the probability of suc-
cess for a message transmitted with Medium power level in
the second attempt is:

Psuc2 = e−G

(
b∑

i=0

Si
g

i!

)

. (9)

In the third attempt (High power level), two conditions must
be met in order for the message to succeed: (1) there are no
other High-power messages, and (2) the total power of the
other transmitted messages in the channel has to adhere to the
following constraint:

NM bβWmin + NL Wmin ≤ WH

β
= lβWmin. (10)

NM and NL are the number of transmitted messages with
Medium and Low power, respectively.

Substituting (10) in (5) yields:

lβ2Wmin

NM bβWmin + NL Wmin
≥ β. (11)

The probability of success of a message transmitted with
High power in the third attempt is a sum of all the allowed
events that fulfill inequality (10). So, the probability of success
is:

Psuc3 = e−G






�(l−� l
b �b)β�∑

j=0

((
Pc1 Sg

) j

j!

[�(l− jb)β�∑

i=0

Si
g

i!

])




(12)

The probability of failure for a message in attempt i is:

Pci = 1 − Psuci (13)

Due to the independence assumption, the total probability
for a message to fail in all three transmission attempts is:

Pe = Pc1 Pc2 Pc3 (14)

Let E denote the mean total number of copies of a message
transmitted until success or failure. Then,

G = Sg E (15)

and channel throughput is:

S = G

E
(1 − Pe) = Sg(1 − Pe) (16)

3.3. Results

The results were computed by solving (16) numerically. Given
the values of l, β and Pe, we optimize b in order to achieve
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Table 2
Attainable delay-constrained throughput (DR = 3).

S3 − S2 S3 − SS
3 S3 − S1 S2 − SS

2 S2 − S1

(%) (%) (%) (%) (%) S3 S2 S1 Pe

30 67 140 38 85 0.456 0.354 0.191 10−2

45 137 259 84 146 0.341 0.234 0.095 10−3

65 269 457 150 237 0.251 0.152 0.045 10−4

90 475 776 246 362 0.184 0.097 0.021 10−5

maximum throughput. We computed results for β = 2, 5, 10
and 40.

For every β tested, throughput at l = 4 is already, is almost
identical to that with perfect capture (where a packet succeeds
in the presence of any number of lower-power packets). Also,
bopt = 2 across the range. We therefore only present one set
of results.

Table 2 depicts the numerical results for attainable through-
put. Subscripts denote the number of power levels, and a super-
script “S” denotes an optimized probabilistic stationary policy.
S1 thus refers to the baseline scheme. S2 was obtained with
an LHH power setting for the different rounds, and S3 was
obtained with LMH.

Clearly, the increase in attainable throughput with our op-
timized deterministic, non-stationary multi-power-level poli-
cies, even relative to optimized probabilistic stationary ones,
is dramatic. Also, the contribution of a third power level is
significant. Finally, the improvement is more pronounced for
lower permissable Pe (i.e., stricter requirements).

4. An optimized multicopy scheme with power capture

In this section we combine the power capture scheme with
the multi-copy scheme and analyze its performance using our
measure. We confine ourselves to policies that are practical in
terms of implementation. In order to reduce complexity, we
only consider two power levels.

In [4], dynamic programming was used in order to find
the number of copies that maximizes throughput under delay
and error-probability constraints. Unfortunately, we could not
find an efficient algorithm that enables the use of dynamic
programming. Instead, we chose to tackle the probable us-
ing an intelligent search based on the insight that most effort
should best be applied in later attempts. Specifically, we only
investigated non-stationary policies that adhere to the follow-
ing constraints: (1) one, low-power copy is transmitted in the
first round, and (2) at least one high-power copy is transmitted
in the third attempt. Having tested some 50 policies, we next
present the best results (for our performance measure).

4.1. Analysis

The analysis is carried out under the assumption of perfect
capture because, in a similar fashion to the previous section,
the practical model converges to perfect capture already at
b = 3.

Let N L
i and N H

i denote the number Low- and High-power
copies of a given message transmitted in the i th attempt.
A three-round, two-level, multi-copy transmission policy is
specified as follows: (N L

1 , N H
1 ; N L

2 , N H
2 ; N L

3 , N H
3 ). Under the

independence assumption, the mean number of Low-power
transmissions is:

GL = Sg
(
N L

1 + Pc1 N L
2 + Pc1 Pc2 N L

3

)
(17)

The mean number of High-power transmissions is:

G H = Sg
(
N H

1 + Pc1 N H
2 + Pc1 Pc2 N H

3

)
(18)

(In the set of policies that we considered, N L
1 = 1 and

N H
1 = 0).
The overall offered load on a channel (ignoring power lev-

els) is:

G = GL + G H (19)

The probability of failure for a message transmitted with
low power is:

PCL = (1 − e−G) (20)

The probability of failure for a message transmitted with
high power is:

PCH = (1 − e−G H ) (21)

Under the independence assumption, the probability of fail-
ure in transmission attempt i = 1, 2, 3 is:

Pci = (
PcL

)N L
i
(
PCH

)N H
i (22)

The probability of a message failing to be received by the
deadline is given by (14).

For each Pe that was tested, there is a different optimal
transmission policy. For example, for Pe = 10−3, the optimal
policy is: (1,0; 1,1; 1,3).

Substituting in equations (17)–(22), we obtain:

G = Sg + 2Pc1 Sg + 4Pc1 Pc2 Sg

Pc1 = (1 − e−G)

Pc2 = PcL PcH (23)

Pc3 = PcL

(
PcH

)3

The throughput is computed as in (16).

4.2. Numerical results

The equations were solved numerically and the results are
depicted in Table 3. Subscripts denote the number of power
levels, and a superscript “mc” denotes multi-copy.

The results confirm that attainable throughput is maxi-
mized by schemes that spend a monotonically non-decreasing
amount of resources (power and number of copies) on a
message as a function of round number. Multiple copies
are more effective for lower permissible message-loss prob-
abilities, whereas multiple power levels are more useful for
high permissible ones. Finally, the combination of power
capture and multiple copies substantially outperforms each
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Table 3
Attainable throughput with jointly optimized multiple copies and power levels.

Sm.c
2 − S1 (%) Sm.c

2 − S2 (%) Sm.c
2 − Sm.c

1 (%) Sm.c
2 S2 Sm.c

1 [6] Pe

114 15 46 0.407 [1L,1H,3L1H] 0.354 0.279 [1,2,4] 10−2

270 50 42 0.351 [1L,1L1H,1L3H] 0.234 0.247 [2,3,7] 10−3

605 110 37 0.32 [1L,1L1H,4H] 0.152 0.233 [2,3,10] 10−4

1240 193 – 0.285 [1L,1L1H,4H] 0.097 – 10−5

of them, probably because the schemes operate on different
“dimensions”.

5. Conclusions

This paper introduced the use of multiple power levels, alone
or in conjunction with the use of multiple copies, to increase
the attainable throughput of multi-channel slotted ALOHA
subject to a given deadline and a (very small) maximum per-
missible probability of failing to meet it.

“Stationary” policies, whereby the power of each transmis-
sion is drawn from the same (optimized) probability function
regardless of transmission round, increase attainable through-
put by several tens of percents when compared with the base-
line scheme of a single power level and a single copy per
round. This increase is somewhat smaller than the known in-
crease in unconstrained capacity with such (albeit differently
optimized) schemes.

Our optimized deterministic, static non-stationary policies,
whereby the power level is chosen based on the round number
(but not on dynamic network conditions), are much more ef-
fective: they increase attainable throughput by 84–355% (with
two power levels) and 140–762% (with three power levels)
relative to the baseline scheme. These improvements were
obtained for maximum permissible probabilities of failure to
meet the deadline in the range 10−5 ≤ Pe ≤ 10−2, with greater
improvement for smaller Pe.

The optimal hybrid policy, combining multiple power lev-
els and multiple copies, outperforms the baseline scheme by
144–1240% when 10−5 ≤ Pe ≤ 10−2 using only two power
levels, an improvement of 37–46% over the optimal multi-
copy policy [4]. This is in stark contrast with the combination
of multiple copies and multiple working points [3], which im-
proves performance relative to multi-copy by only 1%. A com-
mon and interesting result for all the new schemes is that the
advantage of the better schemes over the lesser ones increases
as Pe is reduced (stricter compliance requirement).

Our focus in this paper has been on “narrowband” chan-
nels and “simple” receivers, representing the vast majority
of current commercial satellite communication systems. With
these, at most one message can be received successfully over
any given channel in any given time slot. Therefore, the use
of multiple power levels is a pure priority mechanism with no
side effects (other than inter-channel interference, which is not
a problem in most systems due to careful spectrum shaping).
This, however, is no longer the case when one employs spread-
spectrum techniques with CDMA. There, multiple messages
can be received concurrently because the processing gain per-

mits reception even when the signal-to-interference ratio is
smaller than one. Transmitting a message with high power
thus increases the interference seen by other messages, and can
actually reduce the possible number of concurrently-received
messages. For this reason, power-equalization is employed in
many such systems. With our performance measure, there is
thus a trade-off between the priority benefits offered by the
multiple power levels and the harm that they cause. Indeed,
we have seen that the overall benefit is small or even negative,
depending on parameter values [13].

The use of sophisticated receivers, employing techniques
such as multi-user detection [13], enhances the ability to re-
ceive weak signals in the presence of strong ones. The overall
impact of the use of those on the effectiveness of transmis-
sion schemes employing multiple power levels for increasing
delay-constrained throughput is unclear, and warrants further
research.

In summary, we have introduced simple, practical transmis-
sion policies that offer dramatic performance enhancements
with current equipment under a measure that is very well
matched to the current uses of the ALOHA access scheme.
The implications of next-generation receivers warrant further
study.
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