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Abstract—Slotted multichannel ALOHA is the access scheme el ‘._-
' satellite HuB

of choice for short messages and for reserving channels for
longer ones in many satellite-based networks. This paper pro-
poses schemes for increasing the capacity (maximum attainable ’
throughput) of multichannel slotted ALOHA subject to meeting ,

a user-specified deadline with a (high) required probability,

thereby jointly capturing the users’ requirements and the system L
; : ; ; station

owner’s desires. The focus is on short yet multislot messages. A

key idea is to achieve a low probability of missing the deadline by

permitting a large maximum resource expenditure per message, Fig. 1. A typical hub-based satellite network.

while holding the mean expenditure low in order to minimize “pol-

lution.” For a K-slot message, redundant single-slot fragments

are constructed using block erasure-correcting codes, such that gver the upstream channel of high speed point-to-multipoint ter-

any K fragments suffice for message reception. With multiround astrial wireless networks.

coding, an optimized number of fragments are transmitted in . . . .
each round until K are received or the deadline is reached. Even  Fi9- 1 depicts a typical satellite-based ALOHA network. The

with very strict constraints, capacities that approach the 1¢ Sstationstransmit data in globally synchronized time slots over
limit are attained. The coding—reservation scheme raises capacity contention up-link channels (dashed lines). Successful recep-
above 1£ by allowing the hub, upon receipt of any message tijon by thehubis acknowledged by it immediately over con-
fragment(s), to grant contention-free slots for the remaining iqniion free down-links (solid lines). The hub can be terrestrial

required fragments. Both schemes are also adapted for use with . . o
single-transmitter stations at a small performance penalty in OF in Space. If several simultaneous transmissions occur on the

most cases. Finally, because capacity is maximized by minimizing Same channel, they all fail. Stations can only learn about a col-
the mean per-message transmission resources, the transmissiorlision through the absence of an acknowledgment (ACK). Once

scheme is also energy-efficient. a station learns that its transmission was not received, it retrans-
Index Terms—Coding, deadline, delay, energy-efficient design, Mits after some delay. These transmissioundsare repeated
multichannel ALOHA, reservation ALOHA, satellite. until an ACK is received or the deadline is reached. While the

results of this paper are also applicable, with little modification
if any, to unslotted ALOHA networks, we restrict the discus-
sion to slotted systems. We omit “slotted” for brevity, and use
LOHA [1] is the simplest access scheme because it doggassical ALOHA” to refer to slotted ALOHA with no partic-
not require channel sensing or collision detection, but pajtar optimizations.
forms worse than more elaborate schemes when those are pragy 5 single-channel ALOHA network, retransmission delay
tical. An important use of ALOHA at present is for the transmi%pon collision) must be randomized to prevent definite
sions of satellite ground stations, because the long propagatigBeated collisions [3]. To improve stability, a station must
delay precludes timely channel sensing. It is used as the Rfjpreover increase the mean back-off time in later rounds. Cur-
mary access scheme for short messages, and in order to resgiME AL OHA satellite networks employ as many as hundreds
channels for long ones [2]. ALOHA is also used in some cegt channels [4]. A station picks a channel at random for each
lular networks, wherein the control up-link channels from th@ansmission. The hub can receive concurrently over all chan-
cellular phones to base stations are multiple access. A futy&s, and the randomized retransmission delay is replaced with
application for ALOHA may be transmission of short messag@@mediate retransmission over a randomly chosen channel.

Over the years, the bulk of the research on ALOHA and

. . _ related reservation schemes, e.g., [5], concerned maximizing
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transmissions. Another (inferior) approach [9] is to partition the
channels into groups, one per round, with lower offered loads

Multiple t itt ) ) )
; '\Q_; 1Pe transimitiers (“working points”) in the channels used for later rounds.
o8
[

Single transmitter One can usepure’ multicopy policies, whereby the number
of copies transmitted in any given round is deterministic (albeit
T not the same for all rounds), oinfipure’ policies whereby it is
- randomized. This idea is studied in [10] in the context of opti-
slot mizing the throughput—delay trade-off with multicopy ALOHA.
An impure variant of the replication-based scheme of [7] pro-
duces an insignificant increase in capacity [11].
The case of single-round transmissions, be it due to short
because, unlike retransmission upon failure, some of tHeadlines or one-way communications, was also studied in [7].
transmissions may not be required. The proposed solution was to chop a message into several frag-
Virtually all current applications of ALOHA entail the trans-ments, use fragment-size slots, and combine header replication
mission of single-packet messages, be it for short transactiavith erasure correcting codes [12] for the payload.
or in order to reserve channel resources for the transmissionn this paper, we explore the use of erasure correcting codes
of large amounts of data. Also, the user is typically chargddr multislot messages. Our focus is on message lengths of a
per actual traffic, while the system owner pays for bandwidgmall number of slots, as very long messages should best be
(channel) resources. From a user’s perspective, the key perfoandled by reserving slots for their transmission. (The scheme
mance criterion is delay, and it is most naturally expressed @{7] can be used for making the reservations.) The design goal
a constraint (e.g., deadline). From the system owner’s perspiscto determine the optimal number of message fragments that
tive, capacity maximization is the main design goal. should be transmitted in each round. (This number may well
Recently, Birk and Keren [7] proposed an optimizatioexceed the number of fragments that must still be received for
problem that reflects both intuitive user requirements arble successful reception of the message.) The optimization is
the desires of network designers: maximization of capacigore difficult than for replication-based schemes, because the
(the maximum attainable throughput) subject to a deadligecision must also take into account the number of fragments
and a permissible probability of exceeding it. We also ugbat have already been received. We refer to the resulting scheme
this performance measure. They proposedamstationary asmultiround coding.
multicopy transmission policy, whereby a station transmits a Upon reception of at least one fragment, the hub may allocate
monotonically nondecreasing number of copies in successi@ntention free slots for the transmission of the remaining frag-
rounds until successful reception or deadline. Dynamic prgeents. Based on this, we proposeaing-reservation(C-R)
gramming [8] was used to optimize the transmission sequenseheme, whereby a first coding phase carries useful payload and
resulting in a substantial increase in capacity relative to that@o serves for making reservations, and a second phase han-
classical ALOHA or even that of (fixed) multicopy ALOHA dles the remaining fragments without contention. This is dif-
[6]. The advantage is more pronounced for stricter constrainferent from traditional reservation schemes, whereby the reser-
They moreover adapted the optimized scheme to the practi¢ation-making phase does not carry payload. The performance
situation wherein a station only has a single transmitter. Thééthe new schemes is studied, and they are compared with repli-
was done by transmitting a burst of copies in successive slegion-based schemes as well as with two traditional reservation
over randomly chosen channels, then waiting to learn the fagghemes that use dedicated channels for making reservations.
of all of them, and proceeding to the next round only if alinother approach would include the first payload fragment with
copies failed. This technique, dubbesund stretchingwas the reservation request. This approach, however, is always infe-
shown to achieve similar capacities to the multitransmitteior to C-R, as will be explained later, and is not studied here.
scheme in most situations. Fig. 2 illustrates the idea. NoteThe remainder of the paper is organized as follows. In
that, for any given deadline, round stretching may reduce thection I, we present the network model that is subsequently
permissible number of rounds. used for performance analysis, and derive some preliminary
The main idea in the replication-based scheme of [7], whi¢hathematical relations for use in later sections. Sections IlI
is employed in this paper as well, is to permit a largax- and IV are devoted to the multiround coding and C-R schemes,
imum per-message resource expenditure without substantid@gpectively. The effect of overhead is discussed in Section V,
increasing thaverageexpenditure. The large maximum expenSection VI compares C-R with traditional reservation schemes,
diture attains a low probability of missing the deadline, while thand Section VIl offers concluding remarks.
low mean minimizes the resulting “pollution” that would act to
reduce the attainable throughput. Noting that late rounds occur II. NETWORK MODEL AND PRELIMINARIES
far less frequently than early ones (because transmission ceases _
upon successful reception), the foregoing goal is attained By Model and Definitions
spending more resources on a late-round transmission, therebyhe network comprises ground stations that transmit
increasing the probability of success in such a round, than single-slot message fragments over randomly chosen chan-
an early-round transmission. In [7] and in this paper, the raels. A hub monitors all channels and ACKs all successful
source expenditure manifests itself as (speculative) redundeeteptions. The lack of an ACK when it is expected indicates

y

Fig. 2. Round stretching.
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a collision. A station continues transmitting until success ¢lt is never unstable because of the limited message lifetime.)
expiration of the deadline. However, the hub can detect such situations and “push” the
The time from the beginning of a transmission (of one or moreetwork into the “good” stable point, namely one in which
single-slot fragments) until the time by which an ACK for everyncreasing’? increasess. The analysis in this paper applies to
transmitted fragment must be received (or else it is considerggbod” stable operation. For additional details, see [13].
to have collided) is referred to aseund. Unlike slots, which ~ We assume an infinite number of stations and a large number
must be synchronized among the stations, a round is “privatg’channels. The number of transmissions over any given con-
and requires no coordination. The typical duration of a roundtisntion channel in any given time slot is modeled as a Poisson
up to several tens of slots. random variable, independent from slot to slot and from channel
A station transmits in rounds, waiting for the results of ont channel. With these assumptions, the probability of collision
round before continuing to the next, until the deadline; thenf a packet is only a function of the offered load on the channel
an as-yet unreceived message is declared lost. (We will caver which it is transmitted. While this model is approximate,
sider very small permissible loss probabilities, so “lost” meshe approximation is close, normally within less than 10 percent
sages may be reissued with negligible effect on performanceofthe true values. Moreover, because of the randomizationin the
Multiround Coding: A message is partitioned intd{ choice of a channel, the quality of the approximation degrades
single-slot fragments, and a block erasure-correcting codegimcefully when finite networks are considered. Finally, the in-
used to construct additional fragments from those, such tlispendence assumption biases the performance of all schemes
any K fragments suffice for correct decoding. A transmissioim the same direction, thereby reducing the inaccuracy of a com-
scheme is mostly an algorithm for deciding how many fragearison among them to a few percents at the most. For further
ments to transmit in each round as a function of the histodjscussion of the approximation and simulation results for finite
of the message, the remaining time until the deadline and thetworks, see [13].
permissible probability of missing the deadline.
User-Specified ConstraintsA user-specified deadline is ex-B. Useful Relations
pressed in time units. For facility of exposition, we define this to
be the time from the first transmission until the time of the late
transmission that would still arrive by the deadline. With fixe
size slots, We.us@s to express the deadline in s[ots. For rou,ndlsather than fragments.
of fixed duration, we usé,. to denote the maximum permis-

. . . The offered load+ is directly proportional to the generation
sible number of round<?. denotes the permissible probabllltyra,[e of messages, and to the expected number of transmitted

of missing the deadline. The user-specified constraints are t . :
(P., D.) or (P., D,). r&%?nes per message until success or deadlit® ). Therefore

When round stretching [7] is used, [Bf denote the number G
of slots from single-slot transmission until ACK or until the next Sy = BN (2)
retransmission (round) may take place. Then

Let us briefly review some relations for pure single-working-
toint policies for single-slot messages [7]. Sid€e= 1, coding
educes to replication and we speakaafpiesof a message

Channel utilization is thus

D, = (D7 - 1)TA + Niax (1)
s=5,0-p)=U"T) 3)

whereN,,.x is the maximum total number of transmitted frag- g ‘ E(N)
ments of any given message. WHER >> 1, D,. is not affected ) . ]
much by Ny, and round stretching hardly changes perforlhe total number of copies transmitted per messages
mance. For small’4 the effect varies.

Channel Utilization: Because messages may be dropped, al- N— Z” < i”‘ N @)
beit with a low probability, a distinction was made in [7] be- o - P = pat P max

tween the generation rate of messaggand the throughpus.
Specifically,5 = (1 — F.)S,. wheren; denotes the number of copies transmitted in roiind

Remark: By a slight abuse of notation, we ug¢ both as The probability of collision is
the failure-probability constraint and as the actual failure prob-
ability at any given working point. The intent should be obvious P=1—¢C, (5)
to the reader in each instance.

A successfulK-slot message conveys useful fragments.
We defineS, channel utilizationas the effective rate of suc-
cessful fragments (per channel per time slot). For this purpo
only fragments of successful messages are counted, exactly D _
fragments per such message. The fragment generatios yate E(N) =ny + Zm(Pc)Z;:l . (6)
is K times the message generation rate (regardless of success). =
Consequently, we can again wrife= (1 — F.).S,.

Stability: Multichannel ALOHA with message discarding In Sections Il and 1V, we present and analyze multiround
upon deadline expiration can be bistable in certain load regionsding and C—R for multislot messages, respectively.

Since P(reach round) = (PC)Z;;1 "7, the expected total
Egmber of copies per message is
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I1l. M ULTIROUND CODING Given N, and the required®,, P, andG can be calculated
using (5) and (8). In order to maximize channel utilization, it is

This scheme entails the partitioning of each messagefintonecessary to maximizg,. Extending (2) to multislot messages
single-slot fragments; an erasure-correcting code is then used
to derive additional fragments such that alfysuffice for the Sy = K_G (9)
reconstruction of the original message. As long as the deadline E(N)
is not .reached and fevyer thdh fragments have been recelved,rhe optimization goal is, thus, the minimization B{ V'), the
a station may transmit one or more fragments per round. The

. L ...expected number of fragments transmitted per message, for a
challenge is to minimize the expected number of transm|ttec)1‘p . 9 P 9
iven maximum numbeN,, ..

fragments per message while ensuring that, with probabili Remark: To understand (9), considerGchannel network
(1 — P.), at leasti fragments are received before the dead-. : '
line with K -slot messages generated at a rate&s of K messages

Here, unlike the use of multicopy schemes for the individugler channel per slot, and a mean B{) fragments trans-

m}tted per message until success or deadline. TeenZ =
message fragments, any redundant fragment can compensate for

the loss of any message fragment, which is an advantage. AlSo, (9/K) - E(V). This form of *normalized” (per channel

. . . ; rsl xpressions will xtensively.
there is a useful notion of partial reception of a message. pe sc_)t)_e pressions bE’T used exte SIvely
Optimization by Dynamic ProgrammingMe must now

determinen(t, &, d), the number of fragments that should be
A. Classes of Multiround Coding Schemes transmitted in the current round. We begin by determining
n(t, k, 1), the number of fragments that should be transmitted
The information pertaining to the progress of the transmissi@mthe last round, and continue by increasihimp each iteration
of the message comprises: the total number of fragments traase determiningn(¢, k, d). If we are in the final round,
mitted in previous rounds the number of fragments that musin(¢, &, 1) = Nyax — t. In earlier rounds, we choosét, k, d)
still succeedk; and the number of rounds remaining until thgo as to minimizef (¢, &, d), the expected number of fragments
deadlined. We next introduce and analyze two classes of multihat will be transmitted in the remaining rounds. Whes: 1
round coding schemes, which differ in the information used for
deciding how many fragments to transmit in any given round. f@ kD =n(t, k, 1) = Nyax — £. (10)
The fixed- N, class bases its decisions énk, andd. If
following the next-to-last round, successful message receptidfhend > 1, suppose we transmit fragments. If at least of
has not been achieved, the remaining budgetVgf,, — ¢ the fragments are successful, we have completed processing the
fragments is transmitted in the final round. The main advantagetire message. Else,if< k of the fragments are successful,
of fixed-N,a.x policies is that the error probability’. can We need to transmitan expecté@d+n, k—i, d—1) additional
be derived easily. A detailed study of this class appears fi@gments in future rounds. Accordingly
Section IlI-B.

Thebudget-independentass is motivated by the observation _ min(k—1,m)
that, givenk andd, the performance of the policy in the future/ (*: 5> d) = | min _ 9n+ > P(igoodn)
is independent of, the “budget” consumed in previous rounds, - =0
and simply ignores. Since the optimization of this scheme is
less constrained, it outperforms the previous one, but its opti- - flt+n, k—i,d=1) (12)

mization is much more computationally intensive. A detailed

study of this class appears in Section IlI-C.
wherel < d < D,., andP(i goodn) is obtained from (7). The

fragment generation rate is
B. Fixed{V,,.. Class
KG

%= F0.K,D,)

1) Analysis: The probability that of then fragments trans- (12)

mitted in a given round succeed is
and the channel utilization iS,(1 — F.).
) n 4 4 The optimization is carried out using dynamic programming.
P(igoodn) = <L ) (1= F) (F)" " (") This requiresV,.... as input, so the optimization iterates over
Nuax, performing the dynamic programming in each iteration

A message is only abandoned after making the maximum effoqp,d picking the best result.

namely transmitting a total aN,,.. > K of its fragments. . 2) Results:When different \_/alue_s oK are used, one can
Therefore, and because the probability of collision ofafragmeI erpret them either as reflectling dn‘ferent Message sizes or as
is the same in all rounds different degrees of fragmentation of fixed-size messages. In the
latter case, the issue of overhead arises. The results presented
K1 here ignore the possible dependence of overhead oithe
P. = Z <Nmax> (1 — P.){(P,)Nmax—t, (8) effect of overhead, which applies equally to multiround coding

o [ and to the C—-R scheme, will be discussed in Section V.
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TABLE |
CHANNEL UTILIZATION OF FIXED-Nmax MULTIROUND CODING
D, K P. =102 P, =103 P.=10"
S | Npaz | Mmaz | S |'Nipgg | ¥z | S | Nypag | Y=
3 | Classical { 0.190 | 3 3 10095| 3 3 |0045] 3 3
1 0.279 | 7 7 (0247 12 | 12 |0233| 15 | 15
2 0284 13 | 65 [0.267| 16 8 0256 21 | 105
3 0294 ] 17 | 5670279 21 7 16270 27 9
4 0.300 | 20 5 10288| 27 | 6750281 31 | 775
5 | Classical [ 0.306 | 5 5 0217 5 5 [0145| 5 5
1 0340 8 8 0321 10 | 10 |0312| 15 | 15
2 0.330 | 12 6 [0321] 18 9 0315 22 | 11
3 0.333| 17 | 567 0327 21 7 10322] 26 | 867
4 0.336| 21 |525/0331| 26 | 65 |0.327| 30 | 7.5
When Np..x is small, it follows from (8) that a smalp, is 085 ' ' ' ' ' ' ' ' '
required, in turn lowering and the utilization (12). On the S e
other hand, whev,,,. is too large ,F () is large, which also 037 1"~ Classical ALOHA K=4
lowers the utilization (12). Thus, there is an intermediate valu
of Nn.x that is optimal. According to numerical results, the %257 P i
tradeoff between these two factors provides an optiMalx - o
usingP. = 0.5 across the range @. andD,. values that seem  02r 7
reasonable. @ Pt
Table | presents results for networks with messages cor o5y, ..+ L]
prising up to four slots, several reasonable error probabilitie e i
and deadlines that permit three or five rounds. Results for cla o.14 K2 /. pE S .
sical (slotted) ALOHA (but still the same performance measure K i
and single-slot replication [7] are shown for reference, bot ;s /,/’" : i
for single-slot messages. (This is an upper bound on the pt Pormrrmes :
formance of single-slot schemes with multislot messages, b a L L1 ‘ ‘ ‘ ‘ ‘

0
cause using them unaltered fo#&slot message would result

0

10
Ds/K

in P! (1— P.)® =~ K - P..) The table shows channel uti-
lization and theV,,,,x used by the optimal policy. An interesting
measure ISV, = max/ K, the maximum total number of
transmitted fragments per message fragment.

The conclusions from Table | are as follows: number of slots per round, is linear . The figure uses a nor-

« IncreasingK increases channel utilization. This happengalized time scale. FoK = 4, the figure also depicts multi-
because, according to (8) and the Chernoff bound, whégund coding with an unlimited number of transmitters per sta-
lmpe— oo Nmax(K) > 1/(1 — P.), at leastK fragments tion. The “bumps” in each curve represent the employment of
succeed with high probability, Somy .., P.(K) — 0. an additional round. The conclusions are as follows:

Fig. 3. Channel utilization with fixedV,,,x multiround coding and round
stretching.P. = 107%; T4 = 5 - K.

When(D,., P.) = (5, 10~2) this is not the case, because

 ForlargeD,, channel utilization approaches 1lthe upper

the probabilities of reaching the last round are significant,
and transmitting the remainder of the budgeMgf,.. frag-
ments is often wasteful, causing an unnecessary increases
in E(N) and reducing the channel utilization.
IncreasingK increases the optimal value &f,,,, be-
cause more fragments must be transmitted in order for
more to succeed. On the other hand, ., decreases.
DecreasingP. or D, decreases channel utilization and
requires largetV,,., in order to satisfy the stricter con-
straints.

Fig. 3 depicts channel utilization with round stretching for
the fixedV,,. class, using thé€P., D,) constraint. Results
for classical ALOHA and single-slot replication [7] are shown
for reference. Neglecting overhead, messages can be partitioned
into K parts by dividing slot lengths by. The length of a
round is a physical parameter and is unchanged. THysthe

bound on utilization with slotted ALOHA in the absence
of delay constraints.

For any given scheme, utilization increases with an in-
crease inD,.. With round stretching, however, especially
for values of D, that barely permit another round, one
must decide whether to increagk at the cost of signif-
icantly reducing/NV,,,ax Or stay with one fewer round and
slightly increaseV,,,,.. The result of optimization is that,
as D, is increased and permits an additional round, the
channel utilization with multiple transmitters rises imme-
diately, whereas that with round stretching stays flat until
such value oD, for which the use of an additional round
is warranted. Then, utilization rises sharply and eventu-
ally comes close to that with multiple transmitters per sta-
tion. When assessing the performance penalty of round
stretching in practical situations, it is useful to remember
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that the addition of a few slots to the permissible delay TABLE I
is usua”y not critical, so the “critical” values db, at CHANNEL UTILIZATIONCOOFDI?‘LéD(GDET-IL\ID?)E)PENDENTMULTIROUND
which the capacity difference is significant do not really "

exist, and the noticeable penalty of round stretching is thus P, K =2 K =3
small. S | nk4-d S n(k,4— d)
-3 5
C. Budget-Independent Class 1072 | 0.289 ( ; 2 ? ) 0.300 - 59
1) Analysis: Consider a situation in which of a given mes- 6 7 12

sage’s fragments have yet to succeed, witbunds remaining _ 38 -3 8
until the deadline. We denote the state of such a message by 1070271 ( 46 19 ) 0.285) 1 — 6 12
Zx,4y- A new message is in stafé . p, , and its subsequent ' 6 8 16
state trajectory is determined by the number of fragments that - 311 -4 1
succeed in each round. If at ledstfragments succeed before 107%1 0259 ( 46 15 ) 0275 | — 9 16
the deadline, or if the deadline is exceeded, the message enters 6 9 2
some dummy state. Defingk, d) as the number of fragments
transmitted for a message #};, 4), andP(k, d) as the proba- N C_R

bility that a message goes througly, 4). Then

This scheme begins with multiround coding (first phase).
However, as soon as at least one fragment is received success-
fully prior to the last round, the hub immediately allocates
channels for the contention-free transmission of the remaining
k fragments within the remaining time (second phase). It is
assumed that there are sufficient slots for allocation. C-R
differs from traditional reservation schemes that use contention
channels to make the reservation in several important ways:
1) the reservation-making packets of traditional schemes do
not carry any payload and do not contribute to the throughput,

K k— 2) they must succeed within the firét, — 1 rounds (whereas
P.=> P(k,1)Y_ P(j goodn(k, 1)) (14)  C-R can operate in contention mode in All rounds), and 3)

k=1 J= they may use shorter slots on special channels (in contention
mode) for making reservations, thereby consuming less channel
resources per transmission. (Note, however, that the actual
cgu ation of a round (and thuB,.) remains nearly unchanged

K
P(k, d)=>_ P(j, d+1)P(j — k goodn(j, d + 1)),
j=k
1<d<D,—1 (13)

whereP(j — k goodn(j, d + 1)) can be derived using (7).

Message failure occurs if, with a single round remainihg,
fragments have yet to be received, and fewer thaocceed in
the final round. Thus

—

where P(j goodn(k, 1)) is calculated using (7).
According to (2),S, = KG/E(N). The mean number of
fragments transmitted per message can be calculated given state

probabilities and the number of fragments transmitted in eac cause It IS determined mostly by propagation delay and
processing time.)

state. . ,
A reservation scheme can also carry the first message frag-
K D, ment along with the reservation request. By so doing, however,
E(N) = Z P(k, dyn(k, d). (15) it cannot use shorter time slots (because of the payload), yet the
k=1d=1 reservation must succeedin. — 1 rounds. Such schemes can

be viewed as a sub-optimal special case of C-R, and will not be
discussed further.

We next analyze C-R, and derive a tight upper bound
on channel utilization; the bound also offers some insight.
Then, C-R is optimized using dynamic programming, and

A . performance results are presented. A quantitative comparison

Table I presents channel utlllzfat]on f':mdk, d) matrices for between C-R and traditional reservation schemes cannot be

optimal budget-independent policies in the 3 round case. |

. . o o Givorced from the effect of header overhead, so we bring it in
creasingK improves the channel utilization, which is apProXgq tion V.

imately 1% better than for fixed,,, policies. (Results for

K = 1 are not included because they are identical to those
of [7].) Since the optimization requires an exhaustive searéﬁ
overn(k, d) values, generating results for more rounds would A C-R transmission policy enters the second phase as soon
be exceedingly time-consuming. However, the budget-indepeas a fragment is received. Therefore, and because all policies
dent class is better than the fixéds.,, class largely becauseare deterministic, there is only a single possible path through
the number of fragments transmitted in the last round is indéee (¢, &, d) trellis while it is in the first phase. Consequently,
pendent of the budget previously consumed. When more rounds, &, d) = n(d).

are used, the probability of reaching the last round diminishes,We denote the number of fragments transmitted in roind
so performance gains should become smaller. while in the first phase by:;. For a message to fail, all the

Finally, the channel utilization i§,(1 — F.).

2) Results: Given the constrain(P,, D,.) and a transmis-
sion policy expressed agk, d), we can find the?. that fulfills
the constraint. By iterating over(k, d), optimal budget-inde-
pendent policies are found.

Analysis
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fragments transmitted in the fir&2,. — 1 rounds must fail, and required for akK -slot message is at leakt — 1 + e. In the best

at mostK — 1 may succeed in the last round. case, it follows from (18) thaf, < K/(K — 1+ ¢). Since
Let Vg, denote the total number of fragments transmittefl < S, it follows that channel utilization with C-R is bounded

in the first D,. — 1 rounds, i.e. N,o. = 3127 " n,;. Given that from above by

all fragments transmitted in those rounds failed, we must either

transmitnp, > K fragments in the last round or abandon the S < L (21)

message. lhp_ > K, we use (8) to arrive at T K-l+e¢

Kl ‘ ‘ This bound is tight. With a long delay threshold and a large
P = (P)Nee Y- < o ) (1-P)"(P)"" " (16) number of rounds, we can use a policy that transmits one frag-
i=0 ‘ ment in every round and, once it succeeds, the remainder of the
Otherwise,np, = 0 and message is transmitted over reserved channels. The utilization in
P. = (P,)Nowse, (17) this case approaches the bound. Note that Witk 1, we never
) ] enter the second phase and the bound equalsd/expected;
The maximum total number of fragmentsi&,ax = Nurst +  with K — oo, virtually all fragments are transmitted over re-

np, served channels and the bound is indeed 1.0. An equivalent

Derivation of channel utilization for C-R is complicated by,qynd was derived in [5] for a traditional reservation scheme.
the fact that two “types” of channels are used: contention Cha”'Optimization by Dynamic ProgrammingGiven thatNa,..
nels with an offered load/ in the first phase, and reserved CONgopies are transmitted during the firg, — 1 rounds, and

tention-free channels in the second one. If the mean traffic Q%T during the last round, we want to find the sequence

a set of contention channels with an offered laads » frag- () that minimizes the expected number of required channel
ments per slot, then the required number of channel sloffd  gjots (taking into account the offered load, as was done in
(Here, “channel slots” is a measure of channel resources, pot analysis). Letf(¢, d) denote the expected remaining
delay.) We, therefore, derive thg expected number of chanpelnper of channel slots needed by C—R, given thigtgments
slots consumed by a message instead of the mean numbeg,@fe transmitted in previous rounds addrounds remain
fragments transmitted. . until the deadline. Althouglt is necessary for the dynamic
Let us begin by deriving the fragment generation rate. Lgfogramming, it will not be used by the policy itself. A policy
E(N,) denote the mean number of fragments per messagg; reaches the last round while in the first phase must have

transmitted in the first phase, afit{ V2 )—the expected number transmittedVg.; fragments in the past, and must transmyi,
of fragments transmitted over contention-free channels. TheRthe |ast round. Therefore

the mean total number of channel slots required per message np,
is E(N1)/G + E(N3). Thus, the generation rate of fragments £t 1) = { el t = Niwst 22)
[cou.ntingK per message and using the same argument as in 0, otherwise.
O)'is (The second term is merely an artifact of the method.)
K Whend > 1 and the policy is still in the first phase, the ex-
Sg = E(V) (18) pected number of channel slots needed by the message is made
a + E(N2) up of contention slots used in the current round as well as either

) ) ~ reserved slots used in the next roundfét + np_—gi1, d —
Like (6), the expected number of fragments transmitted in thg_ The former are required when some fragment(s) succeed

first phase is in the current round, causing the policy to move to the second
D T phase and transmit any remaining required fragments in the next
E(Ni) =n1+ Z ni(Fe) ==t (19) round. The latter are required if all fragments transmitted in the
—~

current round collide and the policy remains in the first phase.
For the second phase to take place in roiymmb fragments may Accordingly
have been received prior to round- 1, and1 < j < K — 1
must have been received in that round. Settipg= 0 fork < 1 (¢, d)

L (P f(t+n. d—1)

min
0<n< Nijrar—t | G

D, Ei*Z min(n;_1, K—1)
E(NQ) = Z (P(’) k=min(1, i-2) "* Z (K - J) min(n, K—1)
=2 j=1 o n - i n—i
oY wea(T)a-rrer
Ti—1 j ni_1—j =1
Ly (1= P (P) 77 ]. (20) 1<d<D,. (23)

Once the dynamic programming is performed ugte D,
An Upper Bound on Channel UtilizationChannel utiliza- y prog ; P o

tion is maximized by transmitting as many fragments as pos- Sy= (24)
sible over reserved channels. However, in order to enter the £(0, D)

second phase, at least one fragment must succeed over a eod-the channel utilization i$ = S,(1 — F.).

tention channel. Therefore, and recalling that the unconstrained’he dynamic programming requirég;.s; andnp, as input.
capacity of slotted ALOHA is H, the number of channel slotsFrom those,P. and G are calculated. Thery(¢, d) and (n;)
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TABLE 1lI
CHANNEL UTILIZATION WITH CODING—RESERVATION (C—R)
D, K P, =102 P, =103 P, =10"*
S (n:) S (n:) s (no)

3 | Classical | 0.190 | (1,1;1) ]0.095| (1,1,1) |0.045] (1,1,1)
1 0279 | (1,24) |0247| (23,7 0233 (23,10
2 0430 | (2,36) |0408] (239) [0394] (2,4,13)
3 . |0521] (238) |0505| (24,12) |0.493| (24,16)
4 0.585 | (2,4,10) |0.571| (24,15) |0.561] (2,5,19)
5 | Classical | 0.306 | (1,1,1,1,1) [ 0.217 | (L,L,1,1,1) |0.145 | (1,1,1,1,1)
1 0.340 | (1,1,1,2,3) | 0.321 | (1,1,1,2,5) | 0.313 | (1,1,2,3.8)
2 0.500 | (1,1,2,3,4) | 0.490 | (1,1,2,3,8) | 0.482 | (1,1,2,3,11)
3 0.597 | (1,1,2,4,0) | 0.587 | (1,1,2,4,10) | 0.582 | (1,1,2,4,14)
4 0.664 | (1,1,2,4,0) | 0.653 | (1,1,2,4,12) | 0.648 | (1,1,2,4,16)

07 ' ! ’ uses a normalized time scale, like Fig. 3. A curve for C—R with
K = 4 and an unlimited number of transmitters per station
o6 f“s”il;g"lse"’s‘lo’;‘f:;ﬁg;?on K=4, multi—-TX 1 is included in order to illustrate the effect of round stretching
-~ Classical ALOHA on performance. As before, the increase in overhead due to the
05 partitioning of a message int& fragments is neglected. The
conclusions are also similar, except that the channel utilization
04r approaches the bound of (21) rather thanviien D, is suffi-
» ciently large.
0.3
V. THE EFFECT OFOVERHEAD
02 Multislot messages can be viewed as resulting from a chosen
slot size and independently chosen (possibly by an application)
0111 message sizes. In this case, the valu& @ given and the anal-
ysis presented can be taken at face value. In other cases, how-
ever, message sizes are given, and selection of slot size is a de-

sign parameter, with a trade-off between internal fragmentation
Fig. 4. Channel utilization of C-R with round stretching. = 10—° and and he.e.lde.r overhead. . .
Th =5 K. Partitioning a message intl single-slot fragments would
reduce utilization by a factqi+ A) /(1+KA), whereA is the

_ ) ) ratio of header (overhead) to payload in single-slot messages.
are found with dynamic programming. Lastly, the channel uijy;i, our schemes, however, this is offset (at least in part) by the
lization is calculated. In order to find optimal C-R policies, §crease in channel utilization that is brought about by lafger
software package performing all of these was written. Extemn}hjje the optimal choice can only be determined by examining
nested loops iterate ovéNs.; andnp, ; the dynamic program- e actual numbers, we can conclude that the use of the new
ming is carried out in each iteration, and the best solution amogghemes would lead to smaller optimal slot sizes.
all iterations is the optimum. In order to gain some quantitative insight, let us consider a
“typical” internet message payload length distribution [14]

B. Results {0,5 50 Bytes
p =

Table Il shows results for networks with messages com- 0.3 500 Bytes.
prising up to four slots, several reasonable error probabilities, 0.2 1500 Bytes
and delay thresholds of three and five rounds. Results for C'%ditionally, we assume that a 50-byte header must be included
sical (slotted) ALOHA and for optimized single-slot replication, each slot, and a delay constraint(@t., D,) = (10-3, 3).
[7] are shown for reference. The table shows channel utiIizatimxt, consider two schemes: the optimal multicopy scheme of

and(n;). ) o [7], applied individually to the single-slot fragments comprising
The conclusions from Table Il are similar to those fromy message, and C—R. In [13], each scheme was optimized (in-
Table I. Points of interest are as follows. cluding slot length used by each scheme), and the performance
* WhenK andD, are increased, the channel utilization apyas compared. The results, which are biased in favor of the mul-
proaches the bound (21) instead of.1/ ticopy scheme due to the use of bounds, were expressed in terms
* The optimal value of:p_ is indeed sometimes zero. of the mean number of channel bytes consumed per message.

Fig. 4 depicts channel utilization subjectto {#é, D) con- This measure is used instead of channel slots because the op-
straint for C—R with round stretching. Classical ALOHA andimal slot lengths are different for the two schemes. It was found
single-slot replication [7] are shown for reference. The graghat C—R requires approximately half as many channel bytes per
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message than does the optimized multicopy scheme. The op- TABLE IV

timal slot lengths were 150 and 300 bytes, respectively. One C—R VERSUSOTR (NUMERICAL EXAMPLE)
could further optimize C—R by jointly optimizing slot length
and coding for different packet lengths while adhering to the
(P., D,) constraint.

Dr F’e Hcrossover L‘g):;‘]t LgpiR
2 11072 204 704 341

1073 71 321 | 155
1074 50 300 | 96
VI. C—R VERSUSTRADITIONAL RESERVATION SCHEMES 1075 38 205 | 80

3 {102 694 1194 | 944
1073 894 1394 | 1394
104 351 851 | 601
10-8 329 829 | 579

In traditional reservation schemes, the policy can be divided
into two phases. The first phase uses contention channels (only)
to request contention-free slots from the hub. If it succeeds prior
to the deadline, the hub allocates slots that are used without
contention in the following round. For the first phase, the
basic traditional reservation (BTR) scheme transmits one copy
per round to make the reservation; the optimized traditional TABLE V
reservation (OTR) scheme employs the single-slot scheme of C-R VERSUSBTR (NUMERICAL EXAMPLE)

[7] in making the reservations. Both must succeed in reserving D, B | Howo T L7 [ L7
slots within D,. — 1 rounds with probability(1 — P,). The s T2 38 1205 Tixg
second phase entails the transmission of the entire message 10-3 3 108 | 32
without contention. Given the message size distribution and 104 9 52 17
header size, optimal per-slot payload size can be derived 10-5 1 51 16
through the trade-off between header overhead and internal 4 | 102 228 728 | 395
fragmentation. (Payload size is unaffected by the constraints 10-3 98 348 | 348
because no payload is transmitted in the reservation-making 10-4 17 142 | 67
phase.) Throughout the comparison, our schemes will use the 10-5 4 54 29
same working point for all channels and we will only consider

pure policies.

Letus define the slot length, the length of the headéf, and  expressions suggest the existence of a crossover point: given
the length of the payloa#?, thenL = H + P. For convenience, (P,, D,) and the packet-length distribution, there are header
we let the size of the slot used in reservation-making channeglges above which C—R outperforms BTR and possibly OTR.
equal the message header(We note in passing that both C-R  The delay constraint also affects the comparison, because
and the traditional reservation schemes can be made more®fR can always use alD, rounds, whereas the traditional
ficient by allocating contiguous slots on the same channel feghemes must succeed in making a reservation within- 1
the transmission of all required fragments in the second phaggunds. Consequently, we expect the the header-size crossover
thereby requiring only a single header for all of them. Analysisoint to become smaller whehB,. is smaller. We next present
of this optimization is left for future research.) numerical results for the message length distributions of the

Both the basic and optimized traditional reservation schemesmerical example in Section V. The parameter optimizations
(BTR and OTR) use a mean (E(N)/G) - H 4+ K(H + P) for the different schemes are omitted for brevity.
channel bytes per message, whe(eV ) is the mean number of  Table IV presents the header-size crossover point between
copies transmitted in the first phase and depends on the schejpgmality of OTR and that of C-R, as well as the optimal slot

as well as on the constraints. lengths for the two schemes for vario(ig., D,.) values. The
For BTR,E(N) is the mean number of transmission attemptonclusions are as follows.
until success or deadline for the givéR., D,.). In this case, « In general, when harsher constraints are imposed, C-R
P. = P2l so[7] is superior across a broader range of packet lengths and
D1 header sizes.
E(N) = Z pli—1)/(Dr=1) _ 1-F, . (25) » For the message length distributions of the numerical ex-
—~ 1— pY/(P—b ample, OTR outperforms C-R for reasonable levels of

overhead when three or more rounds are permitted.

For OTR,E(N) is the minimum mean total number of copies * C—R uses smaller optimal slot lengths than do the tradi-
per message transmitted by the optimized single-slot scheme of tional schemes.
[7]for (P., D,.—1). H is assumed given, as is the message-sizeTable V presents the header-size crossover point between op-
distribution; P, G and E(N) are assumed to have been jointltimality of BTR and that of C-R, as well as the optimal slot
optimized for each scheme based on the inputs. lengths for the two schemes with variol®, D,.) values. Mes-
Based on (18), C-R uses a mean @F(N:)/G) + sage length distributions were taken from the numerical ex-
E(N>))(H + P) channel bytes per message. Again, paramet@mple in Section V. The conclusions are similar to those from
values are optimized for each scheme based on the inputs. the previous table, except that for the packet length distribu-
Despite the difference in the optimal choice of parametetions of the numerical example, C—R outperforms BTR across a
for the different schemes for any given situation, the foregoiroader range of parameters, especially for siall
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Remark: In both comparisons, we used the lower bound on [3] L. Kleinrock and S. S. Lam, “Packet switching in a multiaccess
channel utilization of C-R. The situation is thus actually more ~ broadcast channel: Performance evaluatidBEE Trans. Commun.

favorable to C-R.

VII. CONCLUSION

This paper addressed multislot messages in multichanne

vol. COM-23, pp. 410-423, Apr. 1975.

[4] W.Yung, “Analysis of Multichannel ALOHA Systems,” Ph.D. disserta-
tion, Univ. California, Berkeley, Nov. 1978.

[5] S.S.Lam, “Packet broadcast networks—A performance analysis of the
R-ALOHA protocol,” IEEE Trans. Comput.vol. C-29, pp. 596-603,
July 1980.

HG] E. W. M. Wong and T. S. P. Yum, “The optimal multicopy AlohdZEE

ALOHA networks, focusing on capacity maximization subject Trans. Automat. Contrvol. 39, pp. 12331236, June 1994.
to a user-specified deadline and a permissible probability of[7] Y. Birk and Y. Keren, “Judicious use of redundant transmissions in

failing to meet it.

multichannel ALOHA networks with deadlinedEEE J. Select. Areas
Commun,.vol. 17, pp. 257-269, Feb. 1999.

The multislot approaches introduced here provide substantiajg) |. cooper and M. W. Cooperintroduction to Dynamic Program-
performance improvements relative to even the best single-slot  ming New York: Pergamon, pp. 31-44. o _
approaches [7], even if reservation is not allowed. The channef®! D Baron and V. Birk, "Multiple working points in multichannel

utilization of multiround coding approachesWhenk or D,

ALOHA with deadlines,” Wireless Networksvol. 8, pp. 5-11, Jan.
2002.

are increased. C-R is even better, providing utilization well in10] Y. W. Leung, “Generalized multicopy ALOHA Electron Lett, vol. 31,

excess of ¥ even wherK = 2, because it uses contention-free
channels for part of the fragments. Multiround methods ar

pp. 82—83, Jan. 1995.
éll] D. Baron and Y. Birk, “On the merits of impure multicopy schemes for
multichannel slotted ALOHA with deadlines,” Technion, Haifa, Israel,

practical because they work well when harsh constraints are EE Tech. Rep. no. 1249 (also CC-pub 315), June 2000.

imposed, even in systems with a single transmitter per station!

[12] F. J. MacWilliams and N. J. A. Sloan€&he Theory of Error Correcting
Codes Amsterdam, The Netherlands: North-Holland, 1978.

With extremely harsh delay constraints, C—R outperforms oppn3j p. Baron and Y. Birk, “Multiround coding and Coding—Reservation for
timized traditional reservation schemes. This is due in part to ~ multislot messages in multichannel ALOHA with deadlines,” Technion,
the fact that C—R can use dll,. rounds, whereas BTR and OTR Haifa, Israel, EE Tech. Rep. no. 1293 (also CC-pub 359, Oct. 2001.

must succeed in making a reservation witlilh — 1 rounds.

[14] K. Thompson, G. J. Miller, and R. Wilder, “Wide-area internet traffic
patterns and characteristic$£EE Network vol. 11, no. 6, pp. 10-23,

The optimization of slot lengths along with coding for different Nov./Dec. 1997.
message lengths, while maintaining some delay constraint, is

beyond the scope of this paper.

Capacity was maximized in this paper by minimizing the
mean amount of transmission resources per message. As @
sult, the proposed schemes are energy efficient, a very imp
tant feature for battery operated devices. An interesting relat
problem is the minimization of mean per-message transmissi

energy givenP., D,, andS, whereS is below capacity.

The discussion in this paper was limited to time-slotted m
tichannel systems. Nonetheless, at a cost of a reduction in

Dror Baron (S'97) was born in Haifa, Israel, in 1973.
He received the B.Scsgmma cum laudgeand M.Sc.
degrees from the Technion-Israel Institute of Tech-
nology, Haifa, Israel, in 1997 and 1999, both in elec-
trical engineering.

From 1992 to 1994, he developed software at the
Israel Defense Forces. In 1997, he was a Teaching
Assistant in the Electrical Engineering Department
at the Technion. From 1997 to 1999, he worked at
Witcom Ltd., Yokneam, Israel, in modem design.
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Finally, we note that the results of this paper serve as yet
another example of the benefits gained from the judicious use

of redundancy for performance enhancement. By deferring t-~ Yitzhak Birk (SM'00) received the B.Sc.cm
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