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Abstrad- Redundant t r a c  dispersal exploits the topological redun- 
dancy of networks and improves load balancing by replicating each mes- 
sage or partitioning it into several “data” packets and generating several 
“redundant” ones; all are then sent over different paths to the destination. 
The redundancy overcomes the “weakest link” problem, but increases the 
load. This paper introduces “prioritized dispersal”, whereby “redundant” 
packets receive lower priority than the “data” ones. Moreover, the use of 
non-FCFS queuing policies for the redundant packets leads to the timely 
arrival of at least a fraction of them even under heavy load. Queuing 
theoretic analysis shows the new schemes to substantially outperform non- 
prioritized ones in terms of both the blocking probability and that of delay 
exceeding a speeified limit. One possible use of prioritized dispersal, which 
is discussed in this paper, is to improve the quality of service for best-effort 
traffic in ATM networks with multiple paths between nodes. Another Is 
in conjunction with ad hoc path trunking. Additional likely uses include 
parallel access to mirrored data sites and reliable multicast. 

Keywords- information dispersal; prioritized dispersal; selective ex- 
ploitation of redundancy; QoS; A m ,  ad hoc trunking. 

I. INTRODUCTION 

OPOLOGICAL redundancy, namely multiple paths from T a source to a destination, permits fault-tolerance as well as 
performance enhancements. For example, a source and a desti- 
nation can combine multiple paths connecting them to form an 
ad hoc trunk, thereby increasing the throughput between them 
or reducing latency. This paper explores performance enhance- 
ments attained through the concurrent use of multiple paths (as 
opposed to conventional routing, which selects among paths), 
focusing on the intra-message granularity. Its main contribu- 
tion is the selective exploitation of redundant data in order to 
minimize the overload brought about by the redundant traffic 
while retaining the benefits of redundancy. 

A. Dispersity routing 

In [ 13, Maxemchuk proposed dispersity routing, whereby 
a message is partitioned into several (m) packets, which are 
then sent to the destination over different paths in a store-and- 
forward network (see Fig. 1). Dispersal assists in balancing the 
load among network links. Also, multiple packets can be trans- 
mitted and propagated concurrently, thereby reducing transmis- 
sion time. However, all packets must be received before the 
message can be reconstructed. This may increase the blocking 
probability, and the delay of successful messages is determined 
by the slowest path. Finally, as depicted in Fig. 1, any intra- 
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message dispersal involves dispersal overhead in the form of 
header replication. 

Message 

backet #I “\,Packet #2 Packet #3 Packet #4 

Payload Header 

ATM cells 
Fig. 1. Dispersal of a message comprising a header and a payload into 4 

packets. The message is dispersed into packets in the application level. 
Later, each packet may be split into ATM cells. 

To overcome the “slowest path” sensitivity of dispersity rout- 
ing, Maxemchuk also suggested redundant dispersity routing: 
m + r packets are derived from the rn original ones using “max- 
imum distance separable” (MDS) error correcting codes, such 
that reception of any m packets suffices for reconstruction of 
the original message. (Replication is considered a special case 
of redundant dispersity.) Various error-correcting codes can be 
used for this purpose, e.g., [2][3][4]. 

Traffic dispersal has received increasing attention over the 
years. Rabin proposed the lnformation Dispersal Algorithm 
(IDA) [5 J for communication inside parallel computers. More 
recently, focus has been on high speed communication net- 
works such as ATM. For a recent literature survey of traffic dis- 
persal, see [6]. In [7][8][9], the applicability of non-redundant 
traffic dispersal to ATM networks is discussed. In [lo], it is 
proposed to expedite the connection-setup phase by pursuing it 
along multiple paths (replication); subsequently, the resources 
of all but one path are released. [11],[12] and [13] suggested 
to chop a traffic stream into strings (packets) of consecutive 
ATM cells, and to distribute the strings over parallel links in 
a round robin or random manner. With their schemes, a guide 
cell is added to each packet (see the lower part ofFig. 1). Packet 
length represents a trade-off between the quality of load balanc- 
ing and dispersal overhead. [ 14][ 151 apply redundancy to such 
a scheme, and discuss application to different service classes of 
ATM under light and heavy load. [16] suggests to use traffic 
dispersal for fault tolerance. Redundant dispersal has also been 
suggested for parallel access to multiple networked data servers 
[ 1711 181. 
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In [ 191, Maxemchuk suggested to use dispersity routing for 
the transmission of very large medical images over virtual- 
circuit networks: bandwidth is reserved over multiple paths be- 
fore transmitting the image, and is released once transmission 
ends. He noted that there is no apparent performance reduction 
due to the inclusion of redundancy as long as all users behave 
as expected. Moreover, when unexpected imbalance occurs, 
redundant dispersal outperforms the non-redundant dispersal 
since it can tolerate occasional loaded paths. When applied 
to ATM networks with small bursts and on-the-fly bandwidth 
reservation 1201. whereby bandwidth may be wasted by unsuc- 
cessful transmissions, Maxemchuk reports a substantial perfor- 
mance reduction in a balanced situation due to the inclusion of 
redundancy. 

The use of dispersal, redundant or not, thus appears to be a 
mixed blessing. In order to mitigate the shortcomings of non- 
redundant dispersal, Maxemchuk suggested that non-uniform 
load be handled by adaptive source routing. The main contribu- 
tion of this paper is Prioritized Dispersal (PD), which mitigates 
the negative effects of the extra load brought about by redun- 
dant dispersal while preserving its benefits. One advantage of 
this approach over adaptive source routing is that it does not 
require the source to know the dynamic network state. 

B. Selective exploitation of reduiidancy 

In [21][32]. which discuss the use of redundancy for perfor- 
mance enhancement of video servers, an important distinction 
is made between the cost of including redundancy and the cost 
of exploiting it. For example, when a parity block is stored 
for every four blocks of data, the storage overhead is only 25 
percent; however, when one of the blocks is requested and the 
redundancy is exploited in order to avoid reading the requested 
block, four blocks must be read, resulting in a four-fold increase 
in disk accesses! This has lead to the idea of selective exploita- 
tion of reduizdancy. In this paper, we apply this idea to net- 
works. 

In communication networks, the bulk of the cost of exploita- 
tion is incurred within the network in the form of extra load, 
which results in higher packet delays and/or loss probabilities 
due to buffer overflow. Unlike centralized storage systems, 
in which system state can be known to a central controller. 
the inherently distributed nature of high-speed communication 
networks and their rapidly-changing state limit the ability of 
source nodes to make intelligent decisions. 

Our focus in this paper is on ways of permitting some auto- 
matic adaptation of the level of redundancy-exploitation within 
the network based on its dynamic state, even after data has been 
transmitted. We propose “prioritized dispersal ” (PD) schemes, 
whereby low priorities are assigned to the redundant packets, 
as a novel improvement over conventional redundant-dispersal 
schemes: the overload caused by the redundant packets is miti- 
gated, and packet losses are more uniformly distributed among 
messages. (Uniform packet-loss distribution among messages 
is best when the goal is to make a good situation very good. 
This is our focus.) Using a model that resembles statistically- 

multiplexed ATM networks as an example, we show PD to sub- 
stantially outperform non-prioritized schemes in the case of un- 
ertpected load imbalances. Even in balanced situations, there is 
almost no penalty due to the inclusion of the prioritized redun- 
dancy. (In some cases there is even substantial benefit.) 

The work of [23] and [24] is related to our work. They con- 
sidered ATM networks with inter-cell Forward Error Correction 
(PZC) to reduce packet loss, and suggested to assign low pri- 
ority to redundant cells using a threshold priority mechanism. 
Because they do not use spatial dispersal, however, the fates 
of cells of any given packet are highly correlated. Such corre- 
lations have been shown to dramatically reduce the beneficial 
effect of F’EC [25]. Also, dispersal does not contribute to delay 
reduction when a single path is used for all packets of a given 
message. 

The main resource considered in this paper is communication 
bandwidth; the computation required for generation of redun- 
dant information and for reconstruction of the original informa- 
tion will be ignored. The main performance measures consid- 
ered are blocking probability and that of exceeding a specified 
delay. 

The remainder of the paper is organized as follows. In sec- 
tion 11, we present a family of prioritized-dispersal schemes. 
In section 111, we provide an approximate queuing model and 
assess its closeness through simulation. Sections IV and V 
present derivations of the distribution of the delay and the 
blocking probability, respectively, for a prioritized-dispersal 
scheme under the queuing model. Section VI presents numer- 
ical results and a comparison among schemes. Section VI1 ex- 
tends the discussion to multi-hop paths, Section VI11 discusses 
the applicability of PD to ATM networks, and section IX offers 
concluding remarks. 

11. PRIORITIZED-DISPERSAL SCHEMES 

The novelty of PD is that “redundant” packets are assigned 
lower priorities than the original ones. For the performance 
measures discussed in this paper, it makes little or no differ- 
ence which packets are labeled as “redundant”. We therefore 
conveniently speak of tu original packets, accompanied by r re- 
dundant ones. 

In designing a prioritized dispersal scheme, one must make 
several decisions, which span a family of prioritized-dispersal 
schemes: 
Degree of splitting and redundancy (111, r ) .  The degree of 
splitting presents a trade-off between the quality of load balanc- 
ing and header overhead. With a perfectly-preemptive priority 
discipline, redundancy cannot cause any harm, but in practice it 
may. Also, the total number of packets per message is limited 
by the topological redundancy. In this paper, we experiment 
with several sensible values to assess the approach. 
The priority assigned to each packet. We assign high pri- 
ority to the in “original” packets of any given message, and 
low priority to its r redundant packets. The rationale is that 
this helps in spreading packet losses and long delays more uni- 
formly among messages. Also, by assigning a low priority to all 
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the redundant packets, we prevent them from interfering with 
the “original” traffic. Nonetheless, this policy is not necessarily 
optimal and warrants further research, including consideration 
of more than two priority levels. 

Priority discipline. This determines whether the service of 
a low-priority packet is preempted by the arrival of a high- 
priority packet. We consider preemptive-resume (PR) at the 
packet level, which closely corresponds to ATM networks with 
a non-preemptive policy at the cell level, as well as non- 
preemptive (NP), which represents the case of “atomic” packets. 

Queuing discipline 
This refers to the order of service to same-priority packets. It 
is reasonable to assume that, prior to the addition of redun- 
dancy, the quality of service for high-priority packets is gen- 
erally good, and the redundancy is aimed primarily at solving 
occasional problems in order to achieve a very high QoS at the 
message level. With a preemptive priority discipline, this is not 
altered by the introduction of additional, low-priority traffic. It 
therefore makes sense to strive for a small variance in the delay 
of high-priority packets, leading to the use of a “first come, first 
served” (FCFS) queuing discipline for those. (“Earliest dead- 
line first” would also make sense.) 

For low-priority packets, the situation is different: even when 
the arrival rate of the original packets does not exceed the ser- 
vice rate, applying redundancy may cause overload. When the 
system is overloaded, the number of redundant (and thus lower- 
priority) packets increases without bound, and at least a fraction 
of them never get served. With an FCFS queuing discipline, the 
expected delay for all low-priority packets is infinite in such a 
case. In this situation, it  is beneficial to increase the variance of 
the quality of service seen by these packets, thereby increasing 
the (temporal) relevance of the packets that do get served. This 
can be achieved by non-FCFS queuing disciplines. 

A non-FCFS queuing discipline may be based on rejection as 
well as on order-changing. Rejection mechanisms entail push- 
ing out (discarding) the oldest packets when the buffer is full, 
or timing out (discarding) packets whose waiting time exceeds 
a predefined threshold even if the buffer is not full. Order- 
changing mechanisms entail serving newly generated pack- 
ets before older ones. If packets are queued only once along 
the path to the destination, this is simply a “Last-Come First- 
Served” (LCFS) policy. With multi-hop paths, however, LCFS 
may give rise to ‘‘oscillatory’’ phenomena: a packet that over- 
takes an earlier one in a queue may be overtaken by it in a subse- 
quent queue. Instead, “Last-Generated First-Served’’ or “Latest 
deadline first” can be used. Rejection mechanisms should best 
exploit knowledge regarding the sensitivity of users to delay in 
order to decide which packets can be considered old. Order 
changing mechanisms, in contrast, do not need such knowl- 
edge. For a discussion of non-prioritized schemes for over- 
load control, see [26]. In this paper, we only consider order- 
changing mechanisms. 

111. QUEUING MODEL 

In this section, we present a simple queuing model for sta- 
tistically multiplexed networks. The model captures the key 
elements of dispersal in general, and prioritized dispersal in 
particular. It is subsequently used for a comparison among a 
variety of schemes. 

The (m + r )  disjoint paths used by an (m,  r )  dispersal scheme 
for sending data from a given source to a given destination are 
represented by (m  + r )  parallel queues. The (m + r )  packets 
jointly making up a given message are assigned randomly to 
these queues. Each queue is shared among multiple, possibly 
different, (source, destination) pairs; therefore, there is substan- 
tial interfering cross traffic, which is not the same for the differ- 
ent queues. In view of this, we model the states of the queues 
as i.i.d.; with this approximation, it suffices to analyze a sin- 
gle queue. Fig. 2 depicts the queuing model for m = 3, r =-2. 
This model corresponds most closely to two-hop (single-queue) 
paths. It is extended to longer paths and studied via simulation 
in Section VII. 

Fig. 2. Approximate queuing model for a (3,2) dispersal system. Each mes- 
sage is dispersed into ni = 3 packets, and r = 2 redundant packets are con- 
structed. The 5 packets are randomly allocated to 5 independent queues 
with equally distributed service times. Dotted arcs denote the cross traffic 
through the queues. 

The order of service in the queues is FCFS for the high pri- 
ority packets; for low-priority packets, FCFS and LCFS are 
analyzed and compared. Both PR and N P  priority disciplines 
(among packets with different priorities) are considered. In the 
derivation of delay for a preemptive-resume policy, such a pol- 
icy is also applied among low priority packets. In blocking- 
probability analysis, low priority packets do not preempt one 
another. This is done mainly for facility of analysis, and simu- 
lations show that it has a very minor effect on the results. 

The arrival process of H - P  packets (“original” packets in a 
dispersal-routing system) to any single queue is assumed to be 
Poisson with rate A,,, creating a load of PI, %, where is 
the mean service time of a packet, including both payload and 
header. The arrival process of L-P packets (representing redun- 
dant packets) is Poisson with rate A/, and pl 3 ?. Also &I = 5. 
The aggregate offered load is p E $, where h G All + hl. We also 
assume that the arrival processes are independent. The service 
time for each (low- or high-priority) packet is assumed to be in- 

P 

’ hl 

0-7803-5880-5/00/$10.00 (c) 2000 IEEE 1819 IEEE INFOCOM 2000 



dependent from packet to packet and generally-distributed with 
Laplace transform B*(s). 

The two performance measures studied in this paper are the 
blocking probability of a message, defined as the probability 
that at least r + 1 of its packets are lost due to full queues, and 
its delay, defined as the time until at least m of its packets reach 
the destination. The two are studied for the case of finite and 
infinite queues, respectively. The analysis incorporates the dis- 
persal header overhead, and the case of unexpected load imbal- 
ances is considered in addition to that of balanced load. 

Evaluation of the independence approximation 
In practice, the arrival processes to the in + r queues repre- 

senting the paths used by a given message are correlated. How- 
ever, if different subsets of those paths are shared among many 
different (source, destination) pairs, only a small fraction of the 
traffic through different queues is correlated. Consequently, we 
conjecture that performance with the independence assumption 
closely approximates the performance of dispersal routing sys- 
tems in which each path is shared among many (source, des- 
tination) pairs. [27] considered a somewhat analogous system 
comprising a very large number of queues and a single source 
of traffic. It was assumed that messages are split, upon gen- 
eration, into packets that are sent to m + r randomly selected 
queues. For infinitely large systems, the queues were shown 
to be independent M/M/1 queues. We have confirmed through 
simulations that our model also closely approximates more re- 
alistic situations, especially when it comes to the relative per- 
formance of different schemes. (In the simulations, queue state 
is tracked and the packets comprising any given message are eq- 
uisized.) Therefore, we present numerical results derived from 
analysis of the approximate model. 

Since, with our model, all queues are independent and statis- 
tically identical, it suffices to analyze a single queue. In the fol- 
lowing sections, we consider a single priority queue with FCFS 
service for H-P packets and both FCFS and LCFS for L-P pack- 
ets. Both PR and NP priority disciplines are considered. In 
section IV, we derive the delay distribution for an unlimited- 
capacity priority queue. In section V, we derive the blocking 
probabilities for a limited-capacity priority queue with gener- 
ally distributed service time. A detailed version of these deriva- 
tions appears in [28]. 

IV. DELAY DISTRIBUTION 

In this section, we sketch the derivation of the delay distribu- 
tion. A more detailed derivation appears in [28]. 

Let Dh(t)  and Df ( t )  be the delay distributions of high- and 
low-priority packets, respectively. Let D ( t )  be the delay distri- 
bution of a dispersed message. Finally, let D f ( s ) ,  D,'(s), and 
D'(s) be the respective Laplace transforms. With the indepen- 
dence assumption, them+ r queues accessed by the m+ r pack- 
ets of a dispersed message are i.i.d. Therefore, the dispersed 
message delay is equal to the tilrh out of M + r order statistics 
from a parent population equal to the distribution of a single 

queue. Accordingly. 

D ( t )  E Pr(de1ay 5 t )  = 

In the following subsections, we derive D, ( t )  and D, ( t )  for 
both PR and NP priority disciplines. Substituting them in (1) 
yields the message delay distribution D(r) .  

A. Delay distributioti with preemptive-resume discipline 

The delay distribution of the high priority packets is exactly 
the same as for a non-priority M/G/l queue to which only high 
priority packets arrive. Its Laplace transform is 

where B*(s) is the Laplace transform of the packet service time 

The delay distribution of an L-P subtask is the same as the 
distribution of busy period duration in an M/G/l queue with 
arrival rate A, in which there is exceptional first service (Bj(s)). 
(For more details and for the derivation of the delay with FCFS, 
see [28].) Therefore, 

~ 9 1 .  

D;(S)  =B;( s+h-hY: (~ ) ) ,  ( 2) 

Y,' (s) = B + ( S  + A - AY; (s)) 

where 

(3) 

and 

(4) 

(For exponentially distributed service time, there is an explicit 
expression for Yi [29].) 

B. Delay distribittiori with non-preemptive discipline 

For L-P packets in a non-preemptive system, we use the re- 
sults of [30]. For H-P packets in a non-preemptive system with 
p = (PI, + PI) < 1. we use the results of [31], section 4.6.1. For 
PI, + p/ 2 I ,  these results do not hold and require modification. 
We base the modification on the observation that for p 2 1, the 
queue never becomes empty. Accordingly, whenever an H-P 
packet arrives to a system with no H-P packets, it finds an L- 
P packet in service. Consequently, from the point of view of 
the H-P packets, the system can be modeled as a queue with 
arrival rate All and with a setup time at the beginning of busy 
periods [ 3 13. The setup time is the residual service time of the 
L-P packet in service, whose distribution is 

1 - B*(s) 
SU*(S) = - 

SICL . 
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Alternatively, we can use the observation that, as long as p 2 1 
and for fixed Ah, the value of AI has no effect on the sojourn time 
of the H-P packets. Consequently, we can obtain very accurate 
numerical results using the equations of [31] by changing hl to 

A, = P-h/,- E, E << 1 

without changing A/,. 

V. BLOCKING PROBABILITY 

For the blocking probability of H-P and L-P packets with pre- 
emptive resume priority discipline, we quote the results of [32]. 
For non-preemptive discipline, we derive the blocking proba- 
bility of H-P packets from the aggregate blocking probability 
and the blocking probability of L-P packets. The derivation of 
the latter is more challenging. Van Doremalen [33] presented 
a recursion and an explicit formula for the calculation of the 
blocking probabilities with exponentially distributed service. 
We present a different recursion, and use it for a generally- 
distributed service time system. The complete derivation of the 
blocking probabilities of messages is omitted for brevity. For 
the detailed derivation, see [28]. 

Throughout the analysis, single-packet buffers are taken as 
atomic units. In other words, if a packet occupies any portion of 
a buffer, that buffer cannot be used by any other packet. We also 
assume that each buffer is sufficiently large to hold a maximum- 
length packet. 
Remark. When comparing schemes, buffer size will be mea- 
sured in terms of full messages, reflecting the fact that packet 
size is an artifact of the degree of splitting, and buffer size 
will be denoted by K. Nonetheless, buffer space is allocated 
in single-packet units. 
Blocking probabilities for L-P packets with non preemptive 
discipline 
The orders of service and discarding within each class do not af- 
fect the blocking probabilities. Therefore, without loss of gen- 
erality, we conveniently assume FCFS (and “last come first dis- 
card”) within each class. Thus, a queued low-priority packet is 
not affected by later arrivals of L-P packets. 

We next calculate recursively the blocking probability of an 
L-P packet that sees, upon arrival, k (high or low priority) pack- 
ets in the queue. Using the probabilities for k packets in the 
queue, we derive the blocking probability of an arbitrary packet. 
Let PE, ( k )  be the blocking probability of a tagged low priority 
packet that sees, upon arrival, k packets (high or low priority) 
in the queue. 
Clearly, 

PB,(K) = 1 ,  f B , ( O )  =o. 
The time from the arrival of the tagged L-P packet until the 

next departure is the residual service time of the head-of-line 
packet. If j < (K - k )  H-P packets arrive during this time pe- 
riod, the tagged L-P packet will be at the k + j - l position at 
the end of this period. ( j  arrivals and one departure.) Note that 
now, the time until the following departure is a full service time. 
Let &, (i) be the blocking probability of an L-P packet that is in 

the (i + I) , ,I  position (there are i packets in front of it) when the 
service of the packet at the head of the queue is just beginning. 
Clearly, 

Let P R ( j )  be the probability of j arrivals of H-P packets during 
the residual service time of the head of the line packet, and 
PB( j )  - the probability for j arrivals of H-P packets during a 
full service time. Then, for I 5 i <_ K - 1 ,  

&, (K)  = 1 ,  &l(O)  =o. 

f B , ( K - i )  = ( 5 )  

= C P ( j )  .&[(K - i - 1 + j )  + x p R ( j )  . 1  
1-1 00 

. .  J=o J = I  

I -  1 

j=O 
= 1 - F(j)  ( 1 - 4, (K - i - 1 + j ) )  , 

where, for 1 5 i 5 K - 1, 

& , ( K - i )  = (6 ) 

1- 1 

j=O 
= 1 - x P ( j )  ( 1  - & / ( K - i -  1 + j ) ) .  

The first term of (5) is for all cases in which j < i H-P pack- 
ets arrived between the arrival of the tagged L-P  packet and 
the departure of the packet in service. In a11 those cases. the 
tagged L-P packet is not discarded during this period; rather, it 
is pushed back j - 1 positions in the queue. If j 2 i packets 
arrived during the residual service time, the tagged packet is 
discarded (2nd term of (5)). 
The explanation of (6) is almost the same. The only difference 
is that for (K - i) ,  the time until the departure is the full ser- 
vice time of the packet at the head of the queue instead of the 
residual service time. 

P B ( j )  (p(j)) can be evaluated as {he inverse 2-transform of 
the Laplace transform of the (residual) service time evaluated 
at points = Ah( 1 - z)  [29]: 

P(j) = z - ’ { B * ( h / , ( I - e ) ) } ;  (7 1 

}. (8) 
1 -B*(A11(1 -e) )  
Ah( 1 - Z)B” (0) 

P y j )  = z-’ 

The steady state probabilities for k (high and low priority) 
packets in the queue, fk,  are the same as for a limited capacity 
non-priority queue with arrival rate A. Those probabilities can 
be calculated using the scaling relation of Keilson and Servi. 
S e e  [32] for details. 

Finally, the blocking probability of an L-P packet is 
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VI. NUMERICAL RESULTS A N D  COMPARISON 

In this section, we numerically compare the performance of 
several schemes: redundant dispersal with and without prior- 
ity, non-redundant dispersal, and non-dispersal systems. To do 
so, we use the model that was presented earlier and the analyt- .g 
ical results that were derived for it. Specifically, we check the E 
ability of different schemes to tolerate unexpected load in one + 
of the paths and to mitigate the dispersal overhead. Note that 
interfering cross traffic is implicitly reflected by the total load. 
In fact, it is assumed to exist as part of the justification for the % 

3 independence assumption. 
We consider a communication network with 5 paths between 

any given (source, destination) pair. Messages are generated at 
the source according to a Poisson process with rate A. When 
dispersal overhead is considered, it is assumed that each mes- 
sage originally consists of 96% data and 4% header. Messages 
are dispersed into m 5 5 packets, and r 5 (5 - m) redundant 
packets are constructed, each with its own header. This is re- 
ferred to as an (m, r )  scheme. Prioritized dispersal schemes are 
denoted by (m, ~)PR-LCFS, (m, ~)NP-LCFS (m, r)PR-FCFS or 
( ~ , ~ ) N P - F C F S ,  depending on the priority discipline and the 
order of service for L-P packets. (For brevity, we also use 
(m,r)PR, (m,r)NP to refer to the LCFS case.) With (4 , l )  and 
(4,O) schemes, for example, the header constitutes 16% of each 
packet. When considering unexpected imbalances, the load on 
one of the paths is assumed to be heavier by 0.2 than the load 
on the other paths. The transmission (service) time of packets 
(including data and header) is assumed to be exponentially dis- 

(d 

0 

(d 

tributed in all cases (this is done mainly for the simplicity of 
the computations); however, based on simulations, the relative 
results are similar for fixed packet lengths. The mean transmis- 
sion time of an undispersed message (including the header) is 
assumed to be = 1. Consequently, the mean service time of 
a packet with, for example, (4 , l )  or (4,O) dispersal , including 
the header, is 0.28. 

The performance measures are blocking probability (of the 
message) with a given buffer capacity, and the probability of 
exceeding a given (overall message) delay. Those are derived 
for various “net” loads, defined as the load of non-dispersed 
messages ( A ) .  The former is derived for a buffer capacity of 3 
messages ($is assumed that 3m packets can be buffered in each 
queue) and the latter - for a delay threshold of 5 times the 
mean transmission time of an undispersed message. (Header 
overhead in buffers has been neglected for facility of analysis.) 
Results for other parameter values lead to the same conclusions. 

We first compare the performance of PD with different levels 
of splitting. Then we compare its performance with those of 
non-prioritized schemes. 

Fig. 3 depicts the performance of PD-PR for different levels 
of dispersal as well as for (4, l ) -NP  while considering dispersal 
overhead. It shows that there is only a small difference between 
(4,l)PR and (4,l)NP for those performance measures. This 
also holds for other buffer capacities and delay-threshold val- 
ues, but the relevant figures are omitted for brevity. As was the 
case with non-prioritized dispersal, dispersing messages into a 
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Fig. 3. Prioritized dispersal. The probability that a dispersed message’s delay 
exceeds 5 full-message transmission times (left) and the blocking probability 
with 3-full-message buffers (right) for different values of (m,r). 

sufficiently large number of packets ((4,l)PD in this example) 
yields the best performance at light loads. For a heavy load, 
however, the header-overhead caused by dispersal dominates 
and (2,3)PR exhibits the highest performance. Nonetheless, we 
use only (4,l)PR for comparison with non-prioritized schemes. 

Fig. 4 and 5 compare the performance of the prioritized- 
dispersal scheme with those of non-prioritized schemes. The 
following systems are compared: ( 1,O) non-dispersal; (5,O) 
non-redundant dispersal; (4 , l )  redundant dispersal without a 
priority mechanism, and (4,1) PD. When dispersal overhead 
is ignored and all paths are equally loaded, the probability 
for the delay to exceed the threshold with prioritized dispersal 
(with LCFS for L-P packets) is close to that of the (5,O) non- 
redundant dispersal. With FCFS, the probability for the delay 
to exceed the threshold is slightly higher with PD. The blocking 
probability with PD is lower than with non-prioritized schemes. 

When considering dispersal overhead andor unexpected im- 
balance, prioritized dispersal (either with LCFS or FCFS for L- 
P packets) outperforms non-prioritized schemes across the en- 
tire load range in terms of both delay and blocking. With disper- 
sal overhead, when the load equals 0.7, for example, the proba- 
bility for the delay to exceed the threshold is 3.4 times smaller 
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Fig. 4. The probability that a message's delay exceeds 5 full-message service times. 
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Fig. 5. Message blocking probability with a 3-full-message-buffer (3nr packets). 
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Fig. 6. Queuing model for one path of the m + r used by a message. Dotted arcs denote the cross-traffic through the queues. Bold arcs denote interfering bursty 
traffic 

with (4, ~)-PR-LCFS and 2.4 times smaller with (4, ~)PR-FCFS 
than with ( 5 , O ) .  which is the best non-prioritized scheme 
at this load. Blocking probability at this load is 2.8 times 
smaller with (4,l)PD than with (5,O). Although a (1,O) non- 
dispersal scheme may outperform maximum dispersal schemes 
( (5 ,0) ,  (4,l)PD) at heavy load in the presence of dispersal over- 
head and unexpected imbalances, it is easy to see that any 
(1,r)PD scheme outperforms it. This is due to the fact that 
redundant L-P packets do not interfere with the H-P ones and 
there is no dispersal overhead for (1, r),  which is simply repli- 
cation. 

We repeat the comparison among those schemes for a fixed 
load, for various threshold levels and buffer capacities. This 
comparison shows that superiority of PD over non-prioritized 
schemes is sustained for different delay thresholds and buffer 
capacities. 

PD outperforms non-prioritized schemes across most of the 
load range. However, at very low load and, in some cases, 
with a very high delay threshold, the probability for the delay 
to exceed the threshold with (4, I) non prioritized dispersal is 
smaller than with (4,I)PD. In these cases, even with the redun- 
dancy, the probability for timely arrivals of all packets is very 
high. Assigning low priority to redundant packets increases the 
probability for their delay to exceed the threshold while only 
slightly decreasing this probability for the original packets. For 
this reason, PD-NP may slightly outperform PD-PR at very low 
loads. 

Prioritized dispersal exhibits a lower H-P dispersal (header) 
overhead than non-redundant schemes for an equal number of 
packets per message ( m  + r). This is because the number of 
high-priority headers per message is only m. (4,l)PD also tol- 
erates the loaded path better than ($0) non-redundant dispersal 
and mitigates the overload caused by the redundant packets bet- 
ter than ( 4 , l )  redundant dispersal. 

VII. EXTENSION TO MULTIPLE-HOP PATHS 

We consider the following model (see Fig. 6): each path goes 
through of several nodes, each modeled as a queue. The traffic 
arriving to each queue comprises Poisson traffic from the source 
to the destination as well as interfering Poisson cross traffic and 
bursts of traffic that arrive from time to time. The traffic orig- 
inating from the tagged source is a fraction c1 of the aggregate 

Poisson traffic. The number of packets in a burst is geometri- 
cally distributed with mean 50. The service time of each such 
packet is exponentially distributed with mean 0.25 (as the ser- 
vice time of a packet with (4 , l )  schemes). The time between 
packets in a burst is exponentially distributed with mean 0.5. 
The time between bursts of cross traffic arriving to a given node 
is exponentially distributed with mean 1OOO. The arrival pro- 
cesses of bursts to nodes are independent among nodes. Anal- 
ysis of such a system appears extremely difficult, so we resort 
to simulation. (In the simulation, packet lengths are iid. How- 
ever, the results with equisized packets of any given message 
are nearly identical.) 

Fig. 7 compares the probability of delay exceeding a given 
threshold with various schemes for single- and 3-queue paths 
as a function of load. In all cases, Prioritized Dispersal outper- 
forms the non-prioritized schemes. 

Fig. 8 depicts a similar comparison for a fixed load as a 
function of the delay threshold T .  For very small values of T 
(T = 1,2), (5 ,O)  slightly outperforms (4,l)PD. For reasonable 
values of T ,  PD substantially outperforms the non-prioritized 
schemes. 

VIII. APPLYING PRIORITIZED-DISPERSAL TO ATM 
NETWORKS 

In ATM networks, communication is connection oriented. In 
order to effectively exploit network resources, traffic of differ- 
ent connections is usually statistically multiplexed onto com- 
mon links. However, transmission of a large burst may be car- 
ried out in a non-multiplexed manner by using dynamic band- 
width reservation: resources for the transmission of the burst 
can be reserved for the duration of the burst transmission and 
then released [ 19][20]. The applicability of non-prioritized dis- 
persal to ATM networks in the application level was discussed 
in detail in [ 161. We next explore ways of applying PD to both 
the case of statistical multiplexing and that of dynamic band- 
width reservation. Our analysis in this paper, however, is only 
applicable to statistical multiplexing. 
Statistical multiplexing. 
Prioritized dispersal can be applied as follows: a source sets up 
m -I- r (preferably) path-disjoint connections to the destination; 
m of them are “high priority connections” and are assigned a 
high service class (e.g., VBR), whereas the remaining r con- 
nections are “low priority” connections and are assigned a low 
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Fig. 7. The probability that a dispersed message‘s delay exceeds 5 and 7 
full-message transmission times with 1 - and 3-queue paths, respectively. 

service class (e.g., ABR). Whenever a source has a message to 
transmit, it disperses it (at the application level) into m pack- 
ets, encodes them into nz + r packets, and sends them through 
the m + r connections. The first m to arrive are decoded by 
the destination. The priority discipline would be implemented 
automatically by ATM: cells of H-P packets are served before 
those of L-P packets in a non-preemptive manner. This non- 
preemptive priority discipline at the cell level closely corre- 
sponds to preemptive resume at the packet level. The approxi- 
mation is close if a packet contains a sufficient number of cells. 

An alternative way to assign low priorities to redundant pack- 
ets, on cell-by-cell basis, is by using the Cell Loss Priority 
(CLP) bit in the cell header. The queuing and priority disci- 
plines commonly associated with the use of CLP (e.g. [34]) are 
different from those discussed in this paper because they per- 
mit some processing of low-priority cells even in the presence 
of high-priority ones. The analysis of PD with such priority 
disciplines is left for future research. 

Implementation of an order-changing queuing policy among 
L-P packets may require some effort, but existing ATM mech- 
anisms for early packet discarding [35] that capture the notion 
of packets serve as a good basis. These, as well as the ability to 
randomly access cells, have been implemented in products, e.g. 
the MMC 2000SATM chip set [36], albeit for other purposes. 
Dynamic bandwidth reservation. 
Prioritized dispersal can also be applied to per-burst bandwidth 
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Fig. 8. The probability that a dispersed message’s delay exceeds a threshold 
of T full-message transmission times with 3-queue paths. p = 0.7. 

reservation: bandwidth for transmitting a sub-burst is reserved 
before transmission or on-the-fly. Priority may be applied to 
such systems through “threshold” or “push-out’’ disciplines. 
With a “threshold” priority discipline, a bandwidth reservation 
request for an L-P , redundant subburst would be denied if more 
than some threshold fraction of the bandwidth of the path is al- 
ready reserved (even though there may be sufficient bandwidth 
for the L-P subburst). Such a scheme is simple and easy to 
implement. With a “push-out’’ priority discipline, bandwidth 
reservation requests are accepted whenever there is sufficient 
available bandwidth. However, high-priority ( H - P  ) requests 
may cut off ongoing L-P subburst transmissions if they need 
the bandwidth. This scheme seems to be harder for implemen- 
tation but is expected to yield better performance. Analysis of 
prioritized per-burst bandwidth reservation is left for future re- 
search. 

Finally, we note that our purpose in this section was not to 
address all the details of implementing the proposed schemes 
in ATM. Rather, it was merely to show that there is no fun- 
damental contradiction between the use of these schemes and 
ATM. 

IX. CONCLUSIONS 

In this paper, we presented and analyzed the “Prioritized 
Dispersal” family of schemes, along with matching queuing 
policies, for selective exploitation of redundancy in multi-path 
networks. Numerical results for exponentially-distributed as 
well as for fixed packet lengths show that PD outperforms non- 
prioritized schemes. This is due to the combination of disper- 
sal, redundancy and the ability to prevent redundant traffic from 
overloading the network. The advantage is most pronounced in 
the face of unexpected load imbalances. 

Prioritized dispersal has numerous applications. For exam- 
ple, it can be used in sending requests to multiple candidate 
servers: one copy of any given request would be assigned high 
priority while additional ones would be assigned low priority. 
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Another possible application is redundant, distributed storage 
systems: the request for the parity block would be sent in all 
cases but with a low priority. 

The distinction made with prioritized dispersal between re- 
dundant and non-redundant packets moreover enables us to 
combine prioritized dispersal with “Join the shortest queue” 
allocation schemes [37], in which knowledge of the state of 
system resources is used to select the least loaded one. In the 
absence of perfect knowledge, one could send additional low- 
priority requests to other resources. Such JSQ-PD schemes are 
explored in [ 3 81. 

In summary, prioritized dispersal appears to be an attractive 
technique for improving performance of distributed, tedundant- 
resource systems, and serves as yet another example of the 
merit of selective exploitation of redundancy. It may find use 
in numerous applications, both in isolation and in conjunction 
with other approaches, warranting further investigation of its 
possibilities and merits. 
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