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Abstract— Secure computation is increasingly required, most 
notably when using public clouds. Many secure CPU architectures 
have been proposed, mostly focusing on single-threaded 
applications running on a single node. However, security for 
parallel and distributed computation is also needed, requiring the 
sharing of secret data among mutually trusting threads running in 
different compute nodes in an untrusted environment. We propose 
SDSM, a novel hardware approach for providing secure directory-
based distributed shared memory. Unlike previously proposed 
schemes that cannot maintain reasonable performance beyond 32 
cores, our approach allows secure parallel applications to scale 
efficiently to thousands of cores. 

Keywords—security; memory; coherence; multi-core; DSM; 
directory based coherence; shared memory 

I INTRODUCTION 

A. The Problem 

Security and privacy in computer systems are major con-
cerns, especially when running programs on third-party systems 
such as public clouds, in which the user may be unwilling to 
trust the system provider and thus its hypervisor, operating sys-
tem and even most of its hardware. 

Various studies [1,2,5,6,7] and industry efforts (E.g., Se-
cureBlue++ [4], Intel SGX [3]) have attempted to maintain the 
secrecy of a program running on a platform of an untrusted 
owner. They all share a basic element: using encryption to pre-
serve program secrecy. 

To execute an encrypted program, every secure system has a 
system-internal trusted area (TA) holding the data (and similar-
ly, code) as cleartext, because operations that can be performed 
directly on encrypted data are currently very limited [9]. The 
TA commonly includes the processing core as well as data and 
instruction caches, and related control mechanisms. Information 
is encrypted by the user before being provided to the machine in 
the first place; it is decrypted upon entering the TA (into the 
cache), is encrypted automatically upon eviction, and is de-
crypted automatically whenever fetched back into the cache. 
Unfortunately, all this comes at the cost of added latency.  

For encryption of data being placed in (untrusted) memory, 
counter mode encryption [11] has been proposed. Data is en-
crypted using a keystream block (KB) [10]. The KB is calculat-
ed as a complex cryptographic function of the block address, a 
secret key, and a counter seed. Upon cache miss, the requested 
block's address is known; assuming the presence of the key and  
 

the seed in the TA, the decryption KB is calculated while the 
missing block is being fetched, requiring only a bitwise XOR 
with the arriving encrypted block. The memory access latency 
is thus used to hide that of the KB preparation.  However, data 
encryption upon cache eviction has remained slow, as the KB 
calculation traditionally [11,12] requires the address of the 
block being evicted, which is not known in advance. Alterna-
tively, one can pre-calculate and store in the TA dedicated KBs 
for some of the cache lines (100% memory overhead for those). 

Most past studies assigned little importance to encryption la-
tency of evicted blocks, claiming (rightfully) that a write buffer 
within the TA can be used to hide this latency. However, in a 
many-core system, eviction may take place in response to a 
request for the cache block by another compute core. If the 
cores are connected through an untrusted medium (E.g., PCB), 
the data must be encrypted for eviction, adding noticeable la-
tency to block fetching. We therefore focus on this problem. 
General setting. We consider a multi-node distributed shared 
memory (DSM) system with a (per process) shared address 
space. Each node consists of a core with its private cache and 
memory, and the memory coherence of the system is managed 
by a central or distributed directory. The directory may be im-
plemented in hardware or in software, but it must be trusted 
(discussed later). At any given time, a given block may reside in 
multiple private memories and/or caches with read-only permis-
sion. Once write permission is granted, a block may only reside 
in one private memory and its local cache. When a block is 
needed by a core that does not have it in its own memory, the 
core’s hardware turns to the directory for assistance.  

Due to unacceptable communication latency, many DSM 
systems scale to thousands of computing nodes by sacrificing 
memory coherence. However, recent technologies (such as 
Compass-EOS' icPhotonics [23]) allow low-latency communi-
cation that may enable coherent DSM systems with thousands 
of cores at the box or rack level, simplifying the programming 
model for many massively parallel applications. Fast security 
support for such systems is thus of interest. 

Throughout this paper, we use core to denote a single 
threaded execution unit along with its private caches, security 
access control, and cryptography primitives. (Single-threaded 
merely for facility of exposition.) We refer to the core requiring 
a missing data block as the requestor, and to the core holding 
this block as the sender. Although each core serves as both 
sender and requestor, we discuss these roles separately.  
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B. Threat Model 
We consider a DSM system for many cores connected 

through an untrusted medium. A parallel program (that shares 
data among its threads) runs on the system, requiring a common 
key to be stored in the executing cores. A setup process is as-
sumed to exist for securely distributing and storing such keys in 
the cores. The cores are trusted, and we assume that they are 
correct and their internals are physically inaccessible for snoop-
ing. An attacker with physical access to the system can inspect 
and record any off-chip signal and message. It can also change 
messages, replay old ones and initiate new ones. This applies to 
both data, commands, control, and coherence management mes-
sages (inter-core or between cores and main memory).  

All other software, including other concurrently running ap-
plications, operating system and hypervisor are assumed to be 
hostile. We rely on a secure CPU architecture (such as Intel 
SGX) enforcing by hardware correct process separation, per-
missions and data integrity using compartmentalized state with-
in the TA; data alteration by hardware, as well as software secu-
rity issues are treated by other layers, as part of a secure archi-
tecture (such as SGX). Furthermore, we do not create new 
problems in that respect. Denial of service of any kind is outside 
the scope, as an attacker with physical access may simply pow-
er the system down. Side channel attacks are also outside the 
scope, but we do not introduce new vulnerabilities. These set-
tings are common in real world scenarios, and similar settings 
were addressed in [15,16,19]. 

In this setting, we strive to provide fast, scalable security 
support for directory-based coherent distributed shared memory.  
Security includes preserving the secrecy of the user's program 
and data, and detecting any alterations thereof.  

C.  Our Contributions 
We present a new approach for supporting secure coherent 

distributed shared memory (SDSM), which provides support for 
secrecy and integrity of inter-core communication. SDSM 
scales to thousands of cores while maintaining good perfor-
mance. It can be added to secure CPUs using any variant of 
counter mode encryption, running either a trusted or an untrust-
ed OS, such as SGX [3]. By using a TCM (a trusted coherence 
manager, comprising a trusted directory with added functionali-
ty), exploiting native latencies of the DSM system, and using a 
simple adaptation technique, we are able to dramatically reduce 
wasted work relative to prior art; also, SDSM scales with essen-
tially constant per-core hardware resources. Throughout this 
paper, we assume a write-back cache and inclusive main 
memory, updating only modified blocks. We do not focus on 
any particular coherence mechanism, but consider MESI [28] as 
a common yet simple example. 
The specific contributions of this paper are: 

� A new approach for using seeds in counter mode 
encryption with block-address independent KBs, 
obviating the need to supply initial seeds while prevent-
ing initial KBs from being reused during runtime.  

� A new seed management and distribution protocol for 
avoiding wasted KB pre-calculation work, and 

exploiting DSM systems' communication latency for 
hiding that of the KB calculations. 

� Smart allocation of hardware resources to obtain a se-
cure and scalable DSM with essentially constant per-
core resources. 

� Establishing the need for a trusted coherence manager 
(TCM) to ensure correct coherence status and messages. 

The remainder of the paper is organized as follows. Section 
II provides an overview of memory encryption and related 
work; Section III presents our contributions; Section IV evalu-
ates them, and section V offers concluding remarks. 

II BACKGROUDN AND RELATED WORK 
This section reviews related work on counter mode memory 

encryption, mechanisms for memory encryption in multi-core 
settings, encryption seed management and encryption latency 
reduction schemes. 

A Memory Encryption 
 Many systems [15,16,19] use Galois Counter Mode (GCM) 

[24], which is an authenticated variant of counter mode encryp-
tion. GCM relies on a running counter, with KB generation re-
quiring a long computation, similar to counter mode encryption. 
For simplicity, we will consider the original counter mode as 
our encryption algorithm, but the ideas and results are easily 
adaptable to any of its variants.  

The use of keystream blocks for memory encryption simply 
entails encrypting k-bit data D using a k-bit pseudo-random 
secret R by performing a bitwise XOR: . XOR is 
reversible: , and is fast to execute. 

Recent implementations of counter mode encryption [25] use 
AES [20] block cipher to generate a pseudo-random number 

, where P is a block-related seed, and k is a 
symmetric secret key. P is commonly defined as P = VA||S 
[11], which is the concatenation of the block's virtual address 
(VA) with S, a counter based seed. Having a unique VA ensures 
that each block has a unique set of P values, so AES guarantees 
that using the same key k, R is unique per block and does not 
repeat as long as S doesn’t. The seeds may be stored in the 
clear, as no attacker can reproduce R without knowing the se-
cret key k.  

Only S must be stored per evicted block, along with negligi-
ble-sized metadata for locating it based on the block address. 
Together, their size is only a small fraction of R’s, resulting in 
reasonable storage overhead. (See [1,8,26,21] for seed storage 
and caching details.) 

Enc may be any block cipher algorithm, and P is padded 
with zeros up to the required size of Enc’s input. If Enc’s output 
is shorter than the data block, we use multiple Enc blocks 

, where , and concatenate all 
s to form a KB of the required size. [11]. The encryption's 

strength is the same as the block cipher's. The seeds are com-
monly initialized to 0, obviating the need for supplying initial 
values while maintaining a unique KB for each block.  

Using a proper design, the VA and seed of a missing block 
are known in the TA at the time of a fetch request. (For simplic-
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ity, all the caches are assumed to be in the TA.) The calculation 
of the Enc function, typically shorter than the main memory 
latency, is initiated concurrently with the data fetch request, so 
the latency calculating the KB required for decryption of the 
fetched block is hidden by the memory latency. 

B Multi-Core: KB Pre-Generation and Encryption Latency 
Reduction 
In multi-core settings, fast memory encryption is essential. 

Without it, remotely requested blocks will suffer from high 
eviction latency, which adds to their fetch latency. This problem 
was first addressed in [13] and subsequently in [14], but only 
for bus-based shared memory multiprocessor architectures, 
which are very restrictive and non-scalable.  

In order to address distributed directory-based shared 
memory settings, [19] suggested that each sender core pre-
generate a seed and use it to pre-calculate a block-address inde-
pendent KB. Upon eviction, this KB may be used to encrypt the 
block that is being evicted on the fly.  

A later work [15] added a central trusted global counting 
controller (GCC) for all the processing cores, providing a trust-
ed running counter for generating the seeds. It also added three 
buffers in each core: outstanding pre-calculated KBs (sender), 
KBs of recently fetched blocks (for re-encryption upon eviction 
if unchanged), and outstanding KBs for incoming blocks (re-
questor); this provides greater flexibility with stressful work-
loads. Its threat model assumes tamper-free memory manage-
ment messages, allowing only data messages to be attacked, and 
that no management or coherence message is ever lost.  

In order to hide the decryption latency, a requestor must re-
ceive the seed that served to produce its encryption KB so as to 
permit calculation of the KB before the encrypted data arrives. 
[15,19] suggested sending the outstanding seeds to all cores in 
the DSM, so they can prepare the KBs in advance. As any KB 
may only be used to encrypt a single data block, in an N-core 
system each useful block transfer is accompanied by N-2 wast-
ed seed transfers and KB calculations; this unacceptable waste 
of energy, memory and bandwidth moreover grows with the 
number of cores. Limiting the cache size for seeds and KBs at 
the requestors is also problematic, as it would reduce hit rate as 
cores are added.  

In [16], a DSM scheme with no KB pre-generation is dis-
cussed. Each block modification triggers the creation of an out-
standing KB, kept temporarily with its new seed. Due to the 
large area needed per KB entry (roughly the size of a cache 
block), only a limited amount of buffer space is used for these 
KBs; if not found in the buffer, a lengthy process is required for 
fetching the current seed from memory and calculating a new 
KB. (KBs must not be kept outside the TA!) 

Lastly, [16] protects the integrity of seed and control mes-
sages by using a delayed timestamped message authenticating 
code (MAC), calculated using a cryptographic keyed hash func-
tion [27] with the program's private key. It is sent back as ACK 
to these messages (piggybacked onto the next message) without 
adding latency to the critical path, so these messages either ar-
rive correctly or a tamper event is declared. Data integrity is 
protected using GHASH [24], which is a lightweight MAC of 
GCM. We adopt the same integrity mechanisms in our work.     

All previous works failed to provide schemes that scale to 
many-core settings. Their total hardware resource requirement 
grows quadratically with the number of cores (because each 
core holds a set of every other core’s KBs), or else the efficien-
cy of the existing resources drops dramatically as the core count 
increases. Previous works did not discuss the trust model for the 
coherence manager (such as a directory) for producing correct 
query replies. Finally, they did not address multiple concurrent-
ly executing secure applications; there, the limited resources 
cannot be replicated per application, so intelligent management 
is a must. We address all these issues.  

C   Seed Management 
In [15,19], block-address-independent KBs are used; this al-

lows them to prepare one KB in advance and use it to encrypt 
the next evicted block. As the secret key is the same for all 
memory blocks, preventing KB reuse requires the use of differ-
ent seeds for different blocks. To this end, a global counter 
(GCC) was suggested, such that each seed value is only used 
once at runtime [15].  

For initial delivery to the secure machine, the data and in-
structions of a secret program are encrypted using initial KBs. 
Concatenating the block-address with the seed to form the KB 
(see III.A.) allows the use of zero as the initial seed value, obvi-
ating the need for providing the seed with the program. Howev-
er, using block-address independent KBs raises a new issue: 
supplying initial unique-per-block seeds with the program 
(while forcing the GCC to refrain from using these values) will 
cost additional storage. [15,19] did not address the seed repeti-
tion problem presented here, nor did they discuss how initial 
seeds are supplied. We will present a new method that uses no 
initial seeds while still distinguishing among KBs of different 
blocks and avoiding KB reuse at any time.   

III     SDSM 
In this section we present SDSM, our scheme for providing 

fast and scalable security support for directory-based distributed 
shared memory. We first present its methods and building blocks, 
and then show how these are put together. 

A Seeds and Keystream Blocks  
 Our goal is to use block-address independent KBs, while us-

ing unique KBs both at the beginning and during runtime. We 
present a simple yet novel approach for choosing seed values, 
deriving KBs form these seeds, and a heuristic for when to do 
so. Our scheme hinges on the observation that block-address 
independence is only required for modified blocks during 
runtime (for KB pre-generation), not for the initial encryption. 
This may be used in any secure system or CPU in conjunction 
with any variant of counter-mode encryption. 

We use  as the KB for encrypting the blocks, 
with  padded by zeros to match the required input 
size of ENC. The function  is defined as follows:  

 

 

 
with the seeds S at least the size of VA. Each block is initially 
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encrypted using its VA as the P parameter of ; in 
subsequent encryptions, P is VA-independent and consists of 
the value of the seed concatenated by '1', so the resulting KBs 
differ from the initial KBs. Upon decryption, checking if the 
seed is equal to zero (and acting accordingly) takes negligible 
time. The seeds are initialized to zero. During runtime, the seeds 
are simply generated by a running counter, which increments 
upon each eviction of a modified block. (In Section III.D we 
discuss assigning and using these seeds with many secure 
CPUs, where we also increment the write counter for non-
modified blocks.)  

B Process-aware Keystream Block Pre-generation 
DSM systems usually serve multiple applications concur-

rently; yet, past work didn’t consider concurrent secure pro-
cesses. In SDSM, each sender core receives seeds from the 
write counter or directory (discussed in III.D), but pre-generates 
its own outstanding KBs using these seeds. Requestor cores 
generate KBs based on senders' seeds (received from the direc-
tory) and on the keys shared with them. 

Each sender uses a dedicated cache for holding outstanding 
pre-calculated KBs (as in [15]), which are subsequently used for 
encrypting remotely-requested blocks. Each secure process uses 
its own secret key (shared by its threads), so the sender should 
prepare outstanding KBs per process. Each sender core moni-
tors past block requests, and learns from which of its secure 
processes they were requested recently. Then, the sender pre-
pares outstanding KBs for these processes, favoring those that 
were asked for more blocks recently. 

Assuming constant per-core resources (regardless of the 
number of cores), and that each core may run many secure pro-
grams concurrently, this approach helps in better utilizing the 
core’s resources (compared both with generating KBs for every 
process running in the system and with so doing for every pro-
cess that currently has active blocks in its cache). 

C Trusted Coherence Manager (TCM) 
Any distributed coherent memory system has a managing 

entity (such as a directory) that keeps the status of memory 
blocks and responds to queries about it. Some previous works 
([15,19]) assumed that the related management messages are 
delivered correctly; [16] suggested a method for ensuring mes-
sage integrity of both counter and coherence messages. Howev-
er, to our knowledge, an adversarial coherence manager (direc-
tory) was not considered before. We next do so. 
Proposition: a trusted coherence manager is mandatory. 
Proof: Consider cores A, B, and C. Cores A and B share a block 
for read. Core A wishes to modify this block, but the adversarial 
coherence manager refrains from sending an invalidation mes-
sage to B. When C requests this block, it may get an old version 
from B. [16]’s inter-core message integrity is thus insufficient 
with an adversarial coherence manager.                           □ 

Any coherence manager may be used; it simply needs to be 
placed within a trusted area. A distributed network of TCMs 
may be used, wherein each manages an address-based fraction 
of the memory, as long as all these are trusted and we ensure 
that messages are verified for integrity and their reception is 
acknowledged. We also use the TCM for managing a per-

process universal (write) counter for supplying unique seeds, 
and in the next subsection we will discuss using the TCM as 
part of the seed management system. With a distributed network 
of TCMs, for each secure process the seed-generation range 
must be partitioned among the TCMs to avoid duplication. Each 
TCM is thus assigned a unique portion of the seed-value space 
and, for every process, a unique portion of the virtual address 
space. 

D Putting it all together 
We now present our hardware requirements and scheme for 

fast and scalable secure data sharing for a coherent DSM sys-
tem, incorporating the aforementioned building blocks (some 
for correctness and others for performance and efficiency).  
Specifically, we present a scheme whereby 1) KB calculation 
latency is hidden from the requestor; 2) little work is done for 
KB calculation; and 3) a small amount of hardware resources 
suffices even for large systems. 

We consider a DSM system built of many secure CPU 
cores (referred to in the threat model). Each core includes a 
trusted area used for the following tasks: it securely stores the 
application's secret keys (Section I.A.); it implements GCM 
encryption, and treats seeds as described in III.A. KB calcula-
tion time is assumed to be less than the core’s local memory 
access time (though not required for correctness). It has a small 
cache for outstanding KBs (for sending), allocated per process 
as described in III.B, and a single KB entry for receiving blocks 
(unlike [15]’s KB cache). It implements [16]'s integrity mecha-
nisms (described in Section II.B.), taking its latency out of the 
critical path. Fig. 1.a depicts our core architecture. One or more 
TCMs may serve the cores, and each TCM is responsible for a 
subset of the memory address space. (Fig. 1.b).  

Seed Management in SDSM 
Each cache miss results in a request sent to the requested 

block's home TCM for checking the block's status. This request 
also states its purpose – read or write. The TCM forwards the 
request to one of the cores presently possessing a current copy 
of the block. (When in shared read mode, the TCM may have a 
choice.) Considering the communication latency of requests 
between different cores and the time to calculate the KB, the 
KB calculation latency can be hidden from the requestor if 1) it 
gets the seed before it gets the encrypted data such that its KB 
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Fig. 1.(a) Core architecture; (b) System architecture. 
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    Fig. 2. Data read procedure: (a) sender cache hit; (b) sender cache miss. 

calculation won’t delay its block decryption, and 2) the block 
owner uses pre-calculated KBs to instantly encrypt blocks that 
are being evicted. We do this as follows: 
(1)  The TCM generates unique seed(s) (using a per-process 
counter) at a sender's request (for seeds), stores them in its 
(TCM's) cache, and sends a copy to the sender. Each sender 
maintains a short list of (block-address independent) seeds, and 
prepares outstanding KBs for future evictions. 
 
(2) A modified block that is evicted from its owner’s cache is 
encrypted using an outstanding KB (calculated using a seed 
previously received from the TCM). 
 
(3) Once the TCM receives a block request, it sends the first 
in line (oldest) outstanding seed of the block's owner directly to 
the requestor (latency reduction), and forwards the request to 
the block owner, suggesting the sender’s seed to be used. (This 
addresses race conditions among simultaneous requests). If the 
block is in the sender’s cache, it promptly encrypts it using the 
pre-generated KB, and sends it to the requestor (Fig 2.a). If it 
isn’t, the sender loads it from its memory, decrypts (using its 
cached seed with no added latency), re-encrypts with the pre-
generated KB, and sends to the requestor (Fig 2.b). The sender 
may avoid re-encryption and simply send the currently used 
seed to the requestor (with the encrypted block); however, the 
requestor will not be able to use a pre-generated KB, resulting 
in additional undesirable latency.     

Because we use the inherent communication latency to 
hide the seed transfer latency and KB generation latency at the 
requestor, the requestor only needs to prepare a useful KB up-
on need at no latency cost.  

Unlike previous work, we do not use a per-core dedicated 
KB cache for decrypting incoming blocks; instead, the TCM 
holds the seeds in its cache. Consumer CPUs presently have up 
to 8MB caches, and server CPUs may have ten times more 
[22]. Using 8-byte seeds and only half of the TCM cache for 
seeds (the rest is used for coherence management), we have 
roughly 0.5M seeds available in the TCM cache. Assuming 10 
outstanding seeds per sender, as far as cache goes, one TCM 
can serve up to 50k cores while providing seeds from cache. 
The compute requirement of a TCM is similar to that of a con-
ventional directory.  

The number of cores per TCM may vary to match the ex-
pected workload and required TCM hit rate. Considering an 

extremely high hit rate for seeds in the TCM cache, our ap-
proach shows similar performance to that of a directory based 
system with no security at all.  

IV  EVALUATION 
In this section we evaluate SDSM for performance and 

scalability, and compare it with state-of-the-art work. We ran 
the PARSEC benchmark suite [18], focusing on applications 
that can scale to hundreds of threads. We used Pin [17] to cap-
ture the benchmarks' activity, and added our seed management 
and communication layer. Each benchmark was executed with 
no security layer as the baseline for performance measure-
ments, with [16]’s scheme (which to our knowledge has the 
most recent results published for similar settings), and with 
SDSM. The performance results are normalized to the baseline. 
In our tests we used 100 clock cycles for core-to-core latency, 
and 80 clock cycles for calculating the keystream block [16]. 
We used 10 outstanding KBs per sender. Unlike [16], which 
assumed higher communication latency as the core count grew, 
our evaluations of all the schemes assumed the same latency 
for every setting, so the security related overheads are fully 
exposed. 

We clearly see (Fig. 3.a) that SDSM scales easily to a thou-
sand cores with less than 2.5% performance reduction, and less 
than 0.8% performance reduction with 256 cores. [16]’s per-
formance drops by 22% with 1,000 cores, and by 16% with 
256 cores. We saw no performance improvement when increas-
ing the number of outstanding KBs per sender beyond 10. In 
[16], a sender only caches block-specific KBs for a few recent-
ly modified blocks, assuming that these are going to be re-
quested soon. This approach suffers from a KB miss rate that 

 

 
Fig 3. (a) SDSM performance relative to [16], normalized to no security 

 

  
Fig 3. (b) Normalized performance comparison for synthetic benchmarks  
                with various miss rates. 
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increases as the number of potential requestors increases. We 
only assign a KB for a requested block upon request, so we 
practically never miss any KB.   

Next, we used synthetic benchmarks to assess the system’s 
behavior with various miss rates and core counts. Fig. 3.b 
shows that SDSM exhibits less than 0.3% performance degra-
dation for any core count and miss rate, whereas [16] is sensi-
tive to both (up to 25% performance reduction).   

We repeated with three different communication latencies: 
50, 100, and 200 clock cycles. As expected, the performance 
penalty for calculating the keystream blocks (by the prior art 
schemes) drops as the communication latency rises (Amdahl's 
law). We also evaluated the extra traffic caused by our scheme 
and found it to be similar to [16]. 

 
Overheads. Storage overhead is smaller than previously sug-
gested architectures for the same settings [15,16,19]. The main 
reason is that we only keep a small cache for outstanding KBs 
(holding 10 entries) that will be used effectively, and only a 
single incoming KB per core. The number of cores assigned for 
TCMs is the same as would be used for a conventional directo-
ry, so we do not create new overheads there.   

V CONCLUSIONS 
We presented SDSM, a novel approach for creating a scala-

ble, secure distributed directory-based shared memory system. 
Exploiting native latencies of the DSM system, we are able to 
scale to thousands of cores, with a tiny performance degradation 
relative to non-secure DSMs. We are also able to avoid redun-
dant work (relative to previous work), and thus save energy and 
make better use of memory space. SDSM will enable the con-
struction of massively parallel secure and efficient directory-
based coherent memory systems.  

Future work includes more detailed study of per-core re-
source requirements (e.g., energy and traffic) for an N-core par-
allel task, optimizations for non-uniform memory access (NU-
MA) systems, and supporting dynamically changing systems. 
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