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Abstract—We present Sound Covert, a novel technique using the 
machine's audio buffer to secretly (and silently) communicate 
between applications. Sound Covert can achieve more than 
2.6Mbps, four orders of magnitude faster than previously 
published covert channels. Sound Covert can be used for 
bidirectional communication between malicious applications 
anywhere within a given VM (including across users and sand 
boxes), as well as for sending information from within a VM to 
an application running on the host OS of the same physical 
machine. It can also be used for sending information from a 
compromised external web page to a local malicious application 
through an innocent, unaltered web browser running in the 
target application's VM. Similarly, Sound Covert enables a 
malicious application in a VM that also runs a web server to send 
data to a malicious partner application running on any machine 
(or VM) that has a web browser. 

Keywords—Covert channel; Steganography; Security; Application 
security; Virtual machine 

I. INTRODUCTION 
Computer security is a huge challenge. As the complexity 

of systems grows, so does the likelihood of finding security 
breaches in them. Furthermore, financial benefits for successful 
attacks have been on the rise, so the expertise attained by 
attackers is higher than ever.  

Cloud providers use virtual machines (VMs) to control 
resource allocation, and to achieve isolation among different 
clients running on the same physical machine. Additionally, 
they use various measures to protect applications running in 
their cloud from external threats. Attackers continuously try to 
overcome the separation and protections, and by that harm or 
manipulate the application's integrity and the security of the 
data. In this paper we expose a major vulnerability. 

A. Covert Channels and Steganography 
Covert channels [17] have been proposed as a means for 

attackers to establish (unauthorized) communication among 
processes. A covert channel may serve to connect processes 
running in the same VM, across sand boxes, across VMs and 
even across physical machines, typically via a conduit that is 
not intended for communication. 

A covert channel within a physical machine typically 
comprises two components: a sender application that affects 
software or hardware resources of the system, and a receiver 
application that monitors the resources' behavior. Both the 
sender and the receiver must know the intended technique, and 
each must expect the existence of the other. Typically, at least 
one of these applications has to be maliciously implanted or 
altered, either the sender for spying on its VM and sending data 
about it, or the receiver for secretly receiving foreign orders.  

Steganography [37] is a means of hiding data inside an 
innocent stream of information, without being noticed. The 
sender manipulates a file, typically containing media, for 
implanting the secret data into it, and then sends it to the 
receiver. The receiver decodes the secret data from it. The 
manipulated file, if played to a human normally, should be 
indistinguishable from the original file.  

In this paper we propose a new covert channel that uses a 
variant of audio steganography. 

B. Related Work 
A previous study [1] used the processor's temperature to 

represent information (E.g., high temperature='1' and low 
temperature='0'). The sender controls the processor's fan (and 
thus its temperature), while the receiver monitors the 
processor's temperature to get its message. Another [2] used 
cache hits/misses to send information: the receiver puts initial 
data in a specific block, and the sender either causes ('1') or not 
('0') its evacuation. The receiver times the memory access and 
by that decodes the data.  

CPU based covert channels include branch prediction 
biasing [6,7], memory access timing [8,9], and various shared 
CPU resources such as locks [10] and function units [11]. 
Shamir at al. [12] showed a light based covert channel, 
allowing an attacker outside a building to use an infra-red light 
source received by a paper-scanner located inside a building. 

In [13,14,18], an acoustic network was proposed, forming a 
sound-based communication link between proximally located 
computers with speakers and microphones. This work 
suggested using ultrasonic frequencies that are beyond the 
human hearing range, yet can be played and detected by 
standard speakers and microphones. Later, [15] suggested 
using the speaker and microphone of mobile phones. 

Steganography in audio files was proposed by using 
various techniques. These include 1) manipulating the least 
significant bit (LSb) of the audio samples, where the secret 
message itself is spread over the sample’s LSbs [38]; 2) 
manipulating the parity bit of a selected region [40], such that 
correct and incorrect parity checks decodes the in-sample bit 
number to be looked at; 3) phase manipulation of the audio 
region [23], where ���  or ����  phase is added to audio 
regions according to the data bits to be sent; 4) spread spectrum 
information injection [29], where the data bits are spread 
across the entire frequency spectrum; and 5) ultrasonic 
frequency information injection [39], whereby high frequency 
signals (beyond the human perception) are added to decode the 
data bits.  

Many of these works suggested to compress and encrypt 
the message before being injected. All these require the 
resulting file to stay in a lossless format. In [22], it is shown 
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that audio steganography is also possible in the presence of 
lossy audio compression such as MP3 [35]. 

C. Our Contribution 
In this paper, we present Sound Covert, a novel covert 

channel technique that uses the machine's audio memory buffer 
and audio loopback feature [3,4] along with a variant of audio 
steganography to permit covert communication between 
applications running on the same physical machine. Sound 
Covert exploits several salient properties of the audio system in 
most modern computers: 1) access is permitted to all processes, 
2) a loopback buffer permits any application to read the audio 
buffer's content, 3) the common volume control does not affect 
the buffer content, and 4) the vast majority of sound values do 
not produce any sound (too faint), so data can be encoded 
within this range, creating a "silent" channel.     

Sound Covert is not a traditional covert channel by 
Lampson’s [17] definition, as this definition requires the 
manipulation of a resource that was not intended for 
communication, whereas the loopback feature was intended for 
transferring audio data. However, Sound Covert uses audio 
loopback to transfer general purpose data (not limited to 
audio), and in a covert manner (no sound is actually produced), 
similarly to the acoustic network [13,14,18].  

Sound Covert is not a traditional audio steganography 
technique either. Audio steganography requires an original 
audio file for implanting data into it; this file is then sent to the 
recipient to decode the secret message out of it, and the 
modified audio file itself (only being a seemingly innocent 
transporter) does not need to be played. Sound Covert may 
create its own standalone audio stream, and it requires the 
audio stream to be played for the message to be transmitted. 
However, some variants of Sound Covert may use audio 
steganography as well (see Section V). 

Operating at over 2.6Mb/s (we implemented a pair of 
sender-receiver applications that enable unauthorized file copy 
at this speed), Sound Covert permits communication between 
any pair of malicious applications running within the same 
VM, even in different sand boxes, between such applications 
running under the host operating system (an OS running 
outside any VM), and from any malicious application running 
on a given physical machine to a partner application running 
under that machine's host OS.  

Additionally, we were able to use Sound Covert to fetch 
data from the web by a receiver application that does not 
access the network directly. We used a non-audible audio 
source stored within a compromised web page, and played by 
the (innocent, unaware) web browser on which the receiving 
application runs. Playing audio through a web browser does 
not require user approval, so a user does not notice any unusual 
activity. The receiver application does not access the network, 
so its activity goes unnoticed by the firewall and anti-malware. 
This enables various audio sources for Sound Covert, such as 
video streaming and web radio, where the server-side traces 
may be completely removed later. Similarly, an innocent, 
unaltered web server running in a given VM can be used with 
Sound Covert to enable the sending of information from a 
malicious application running in this VM to a partner 
application anywhere, provided that a web browser is running 
in the receiving application's VM. 

Relative to prior art, Sound Covert is generally inferior in 
coverage within a physical machine because of its inability to 
permit direct inter-VM communication (unless a web server 
and browser are available). When specifically compared with 
the Acoustic Network, it moreover cannot cross physical 
machine boundaries without the aid of a web server and/or 
browser; however, Acoustic Network requires speakers and 
microphones, rendering it irrelevant to cloud computing farms 
and data centers, whereas Sound Covert only uses the built-in 
audio interface. Acoustic Network can be detected by audio 
measuring equipment, whereas Sound Covert does not produce 
any sound. Finally, Sound Covert may provide over 2.6Mbp/s, 
which is 10,000 times faster than previous works. Such a 
dramatically higher data rate may allow new (potentially 
malicious) use cases for covert channels. 
The main contributions of this paper are: 
• Introducing Sound Covert: a novel technique for a covert 

channel using the audio buffer and audio loopback; 
• A covert channel that is four orders of magnitude faster 

than previously proposed ones, and with significant 
applicability to clouds; 

• Introducing Silent Stream: analysis of the IEEE 754 32-bit 
floating-point audio representation, and suggestion of a 
method for inaudible data encoding; 

• Providing experimental results for showing the applicability 
and data rate of Sound Covert.  

The remainder of the paper is organized as follows. Section II 
presents our assumptions; Section III provides a detailed 
description of Sound Covert, including design alternatives for 
coding and operation; Section IV details implementations of 
Sound Covert for various settings; Section V discusses 
extensions of Sound Covert to more complex settings; Section 
VI details possible measures against Sound Covert, and Section 
VII offers concluding remarks.  

II. REQUIREMENTS AND THE AUDIO INTERFACE 
In this section we describe the requirements (system, 

computing environment) for using Sound Covert, and provide 
some background on the modern audio interface architecture. 

A. Requirements 
We assume a computer with an audio interface of any kind, 

e.g., a built-in audio interface exists in nearly every computer. 
Two Trojan or compromised applications are assumed to 

have somehow been placed in the computer and are running; 
both only need normal user level privileges. One acts as the 
sender and the other as the receiver. The receiver must run on 
an operating system with audio-loopback support (such as 
Windows Vista and above [3] or Linux [4]). No special 
requirements for the operating system that runs the sender. 

 The sender may run in a VM, sandbox or host operating 
system; the receiver must run anywhere within the same VM or 
under the host operating system. In any case, the sender’s and 
receiver’s operating systems may be different from each other. 
(As will become clearer later, the receiver needs access either 
to the audio buffer of the sender's VM or to that of the host OS, 
hence the restrictions.) 
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B. The Audio Interface Architecture 
Modern audio interfaces typically comprise an Intel High 

Definition Audio (HDA) compatible controller [16] that is 
connected to the memory controller via PCI Express or some 
other system interconnect, and audio codec chips (Fig. 1). The 
HDA controller contains DMA channels and required 
controllers, and the codec is merely a D/A and A/D conversion 
chip. The HDA controller is commonly implemented as part of 
the chipset, so it exists in nearly every computer. 

The audio codec chip contains one or more D/A and A/D 
converters, each of which is connected directly to a physical 
audio port of the machine. A converter may get its data directly 
by DMA (or may send data by DMA), at a constant bitrate, 
forming an aggregated output audio stream. 

Each DMA channel uses a memory buffer resides in the 
main memory. The audio driver manages the DMAs, and also 
reads and writes data from and to the memory buffer, upon 
demand. The data in the buffer is either the aggregated output 
audio stream generated by mixing together all the application’s 
private streams, or an input stream received from a codec.  

The application’s audio streams are stored in private 
buffers in the main memory, and the mixing is the numerical 
sum of the respective values contributed by each audio stream.  

Modern operating systems support audio loopback, by 
simply duplicating a selected aggregated audio stream’s 
memory buffer (Fig. 2) into an input buffer; therefore, the 
loopback audio buffer content is bit-accurate in the case of a 
single stream. In the past, audio loopback was supported only 
as part of the device driver of some audio devices. However, 
audio loopback has been part of the operating system itself in 
Windows Vista and beyond as well as in any Linux kernel (see 
ALSA [4]). It is thus ubiquitous. 

In the case of a VM (Fig. 3), the aggregated audio stream is 
created within the VM, and the VM managing application 
plays its own aggregated stream as any other application 
running on the host OS. However, the loopback buffer of a VM 
is managed internally, and it is originated by its aggregated 
audio stream only. Therefore, a VM cannot receive a loopback 
audio stream originating outside the VM, but it may create an 
audio stream that is received outside.  

III. SOUND COVERT 
We now present Sound Covert. First, we discuss the 

advantages of the audio interface being used for a covert 
channel. Then, we discuss audio data encoding, and present 
how it may be used for data transfer. 

A. The Method 
Sound Covert exploits the machine's audio buffers to 

transfer data between applications running on the same 
machine. The sender encodes the data as an audio stream and 
plays it on the audio device. The receiver ‘listens’ to the sound 
being played using audio loopback, and decodes its message. 
Accessing the audio buffer, which is commonly enabled by 
default in modern operating systems, does not require 
permission. 

As most of the applications running on the same machine 
see the same audio buffers, audio loopback may act as a 
memory buffer, through which data may be communicated 
between applications. This is also feasible on a machine with 

many audio devices, as the receiver may listen to all the 
existing devices simultaneously. It is, nonetheless, required that 
both sender and receiver be able to access the same buffer. In a 
non-virtualized machine, this enables communication between 
any applications. In a virtualized environment, each VM has its 
own buffer, from which outgoing audio data is copied to the 
machine's buffer (of the hypervisor or the host OS). Therefore, 
the receiving application must be running either in the sender's 
VM or directly under the host OS.  

For simplicity, we initially assume that no other audio is 
currently being played in the system. The case of multiple 
concurrent audio sources (targeting the same audio device) is 
discussed in Section V.  

Encoding data as an audio stream raises an important 
question: Are speakers connected to the machine? If not, 
audibility is not a problem and the sender may send its data as 
an audio stream (almost) without any further restrictions. Yet, 
most operating systems do not allow non-privileged processes 
to determine whether speakers are connected or not. Since this 
information is rarely available, the sender must assume that 
speakers are connected.  

In order to avoid drawing the user’s attention to the covert 
communication, the sender may choose to mute the main 
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volume of the audio interface (Fig. 2); although so doing has 
no implication on the data being transferred using audio 
loopback, it has a visible implication in modern operating 
system’s GUI, and may also mute the user’s audio being 
played (which may draw the user's attention). Note that there is 
also a per-application volume controller (Fig. 2) that simply 
multiplies the application’s digital audio data by a constant � �
� � 	 before it is combined with other applications' streams. 
Therefore, muting the sender’s volume (� 
 �) would block its 
ability to communicate.  

Alternatively, the actual audio stream used for encoding the 
data may be 'silent', inaudible. To do so, we suggest two 
possible approaches for encoding the data:  
• Encode the data using ultrasonic frequencies, beyond the 

perception of the human ear, and employ a decoding filter 
at the receiver 

• Encode the data while limiting the audio amplitude, such 
that the audio device produces an inaudible output. (‘Silent 
Stream’, discussed next.) 
The use of ultrasonic frequencies was proposed in 

[13,14,39], both for covert communication in the open air 
(using speakers and microphones), and for audio 
steganography. Its advantage is being able to communicate 
simultaneously with another audio stream being played, and its 
disadvantages are a relatively low communication bit rate and a 
possible introduction of audible noise. In this work we mostly 
focus on our novel Silent Stream approach, yet in Section V we 
also discuss the possible benefits of using ultrasonic 
frequencies. In fact, the coding method is orthogonal to the 
main idea of Sound Covert. 

Encoding data as an audio stream requires a good 
understanding of the audio data representation. Not only is this 
required for producing ‘legal’ values (or else the audio stream 
may get discarded) and for producing a Silent Stream, it also 
determines the attainable data rate.  

Audio representation in modern operating systems uses 32-
bit IEEE 754 single precision floating point numbers [5], 
which supports a huge range of values. An important 
observation is that much of this range is non-audible. Data can 
be encoded using the non-audible levels only, yet utilizing 
most of the 32 bits. For that reason, encoding data with Silent 
Stream is also much simpler to implement than modulating it 
over ultrasonic frequencies. We will now discuss the IEEE 754 
32-bit single precision floating point, restrictions that come 
when it is used for audio, and the way we use it for data 
encoding. 

B. Data Encoding 
In this subsection we present a method for representation of 

data as an audio stream, which results in a Silent Stream. For 
simplicity, our objective is to fix certain bits of the audio 
stream, while all others can assume any combination of values. 

First, we describe the 32-bit IEEE 745 single precision 
floating point audio data representation, and its requirements 
for a legal audio stream. Then, we experimentally determine 

the largest signal amplitude that still forms a Silent Stream, and 
derive the identity of the bits whose values must be fixed along 
with their required values for that purpose. Finally, using the 
same number of non-fixed bits found before, we choose the 
identity of the fixed and unfixed bits differently, such that the 
audio stream’s amplitude is as low as possible.  

An audio stream comprises a sequence of samples sent at a 
given rate for each of the channels supported by the audio 
device. Each sample comprises 32 bits representing the floating 
point range [-1.0:1.0] in 32-bit IEEE 754 single precision 
floating point format. In this format (Fig. 4), bit 31 is the sign 
�, bits 30:23 are the biased exponent �, and bits 22:0 are the 
fraction 
. (We use the notation of F[i:j] to refer to the IEEE 
754 bit range [i..j].) The value of the floating point number is:  

where 
� stands for the n'th bit of 
, and � 
 ��� ����.  
Legal stream 

Audio values must be within the range of [-1.0:1.0], or else 
the data is considered illegal and the audio driver may choose 
to discard playing the whole audio stream. Setting aside 
��	��� for expressing the sign, the remainder is a positive 
number, denoted pfval, with the following requirement: 

Silent Stream  
A Silent Stream can be produced using only a small 

fraction of this range, ��� : ��� , as [-1.0:1.0] refers to the 
maximum audio amplitude.  

We generated sine waves with different amplitudes, � �
������, striving to find the non-audible range. The values of � 
were chosen using fval from eq. (1) with all the bits of 
 set to 
‘1’ (F[22:0]=0x7FFFFF), running through different values of e 
(F[30:23]). We used this approach because of the +1 added to 
the value of the fraction; this restricts its dynamic range, 
thereby causing the value of the exponent to be the sole value 
limiter. Given �, setting the bits of 
 to any other combination 
of values will only decrease the value of fval, staying within 
the non-audible range. (The experiment for non-audibility is 
fully described in Section IV.A.)  

We found that � � 			  (F[30:23] ��0x6F) resulted in a 
Silent Stream, limiting � to � � � � ����	���	��  . Therefore, 
by fixing bits 4 and 7 of � to ‘0’ (F[27], F[30]=0), we may 
freely set all its other bits and still keep it within the range of 
� � � � 			 (although not reaching all possible values of �). 
All the 
� bits (F[22:0]) are unrestricted. This results in 30 non-
fixed bits that can freely be used for data representation (F[31], 
F[29:28], F[26:0]). 
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Smallest Amplitude 
We found the maximum signal amplitude that is ‘silent’, 

and derived from that which bits to fix and which to use for 
data encoding. However, we can use the exact number of fixed 
bits (2), yet produce a stream with a much smaller amplitude, 
far below the audio device’s threshold for producing any 
sound. (See Section IV.A. for audio detectability by sensing 
equipment.) 

We choose to fix bits 6 and 7 of �  (F[30:29]) to ‘0’, 
limiting � to 63 (F[30:23]<0x3F). This will limit � to a much 
smaller value than before, � � � � 	��01���	��*2, which is 14 
orders of magnitude smaller than the non-audible limit we 
found. As before, all the 
� bits (F[22:0]) can be used freely.  
Conclusion: For using an audio stream for data transfer in 
Sound Convert, we put our data in bits F[31], F[28:0] (30 out 
of the 32 bits) of the 32-bit floating point number  (Fig. 5, 
where useable bits are marked as ‘v’ and unusable in ‘x’), and 
send the audio stream for play. This audio stream, containing 
our data, is a legal Silent Stream. 
Data rate: A typical audio device employs a 44.1 kHz 
sampling rate for each of two channels (stereo), and each 
sample is a 32-bit floating point number. The sampling rate and 
number of channels are device specific, yet to our knowledge 
no modern audio device goes below the values stated above. 
The sample size is defined by the operating system, and 32 bits 
are always supported.  

As shown before, we may use 30 bits of each sample to 
send our data, so the maximum data rate is 44,100 x 2 x 30 = 
2.646 Mbps. This is based on minimum characteristics of any 
common audio device, so it is a lower bound. 
Further data rate improvement 

Silent Stream requires that � � 			 , thus 112 different 
values of �  may be used. This yields in 345' 		� 
 6�0 
effective bits of �, optimally. Using � in an optimal manner 
requires more complicated encoding than our previously 
suggested sub-optimal scheme (where the bits of �  are not 
fixed), at the benefit of 0.8 extra effective bit (out of 30), which 
is 2.66% improvement in data rate. For the added complexity 
and yet small additional benefit, we recommend our sub-
optimal simple encoding scheme.  

IV. IMPLEMENTATION 
In this section, we describe our implementations of Sound 

Covert and the experimental results. To test our Silent Stream 
method, we experimented with bit-accurate audio streams 
played alone (no other audio activity) to transfer data. More 
complex situations such as simultaneous audio streams are 
discussed in Section V. 

As a preliminary step, we conducted a set of experiments to 
detect the range of values (in the audio buffer) that can be used 
without creating an audible result.  

A. "Silence" Range Determination 
To find the non-audible ("silent") range of audio 

amplitudes���:���, we generated a low amplitude 400Hz sine 
wave with � 
 	�	7����	��89   , and gradually increased its 
amplitude. Then we played it using professional audio 
equipment and listened to the result. We used Roland SC-D70 
audio interface, connected digitally to Roland DS-7 amplified 
studio monitors through S/PDIF [20] over a coaxial cable. The 

studio monitors performed the D/A conversion and 
amplification (Fig. 6.a). We repeated the experiment with 
another setup of professional studio equipment, using Antelope 
Zen Studio audio interface with AKG K240 Studio earphones 
(Fig. 6.b). We set all volumes to maximum, including the 
volume of the device driver, of the monitor’s amplifier and of 
the audio interface’s earphones amplifier. 
Results: The minimum audible � found is ����	���	�� .  

To check for possible detection by hardware, we repeated 
the experiment with a Shure SM57 microphone [23] as the 
listener, connected to Antelope Zen Studio audio interface, 
located 5 centimeters from the studio monitor (Fig. 6.c). We 
measured the signal detected by the microphone.  
Results: Signal perceived by the microphone at � 

��0	1���	��:, roughly one order of magnitude more sensitive 
than the human perception.  

This may be audio equipment dependent; however, as this 
result is 13 orders of magnitude louder than the range we 
actually use for Sound Covert, we consider Sound Covert to be 
completely undetectable by audio sensing equipment.  

B. Using Sound Covert for Communication 
To prove the feasibility of Sound Covert and assess its data 

rate, we implemented two applications, one acting as the 
sender and one as the receiver. The applications were 
implemented and tested under Microsoft Windows 7, but the 
implementation for Linux is similar.  

  

 

(a) 

 

(b) 

 

(c) 

Fig. 6. Audibility test using: (a) a studio monitor; (b) studio earphones; 
(c) a closed loop with microphone.  
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The sender reads a file from disk and sends it using Sound 
Covert. The receiver monitors the audio loopback buffer and 
receives the file when detected. The sender uses start and finish 
markers, thereby enabling the receiver to distinguish a file sent 
to it from any other audio being played. The markers are 256 
bit random numbers (chosen once and agreed upon between 
the sender and receiver), so the probability of false detection of 
start or finish markers is extremely low.  

We then tested the file copy through Sound Covert in 
several different settings, in which we sent files of various 
sizes (in the range of 1MB to 10MB) from a sender application 
to a receiver application. The data rate was calculated by the 
receiver by simply measuring the time it took to receive the 
file. We used Windows 7 SP1 64 bit operating system as the 
bare-metal (sometimes host) and VM operating system, and 
tested it both with the Intel High Definition Audio [24] on-
board audio interface, with Roland SC-D70, and with Antelope 
Zen Studio. 
Settings. The settings that were tested:  
A. Two applications running on the same host OS. (Fig. 7.a) 
B. An application running natively on the host OS and an 

application running inside a sandbox, using Sandboxie [27], 
bidirectional communication. (Fig. 7.b) 

C. Two applications running inside the same virtual machine, 
using both Oracle VM VirtualBox [28]. (Fig. 7.c) 

D. An application running inside a virtual machine, and an 
application running on the host machine, single direction 
(Fig. 7.d). Although in some cases the host OS is able to 
directly spy into the VM running on it, this generally 
requires high permissions from the host OS. In other cases 
[21,19], it may not be possible due to hardware based 
virtual compartments or encryption. Sound Covert is able to 
communicate with the VM internals with no added 
permissions, and on top of currently available security 
compartments. 

Results: In settings A-C, the file was copied without errors at a 
measured data rate of 2.6Mb/s, regardless of its size, nearly 
equal to the theoretical maximum. We limited the value range 

used for data encoding to 	��01���	��*2 (per Section III.B), so 
no sound was heard during operation. 

In setting D, as the VM application downscales its output 
audio stream to 24 bits, it reduced the number of bits we can 
actually use in the audio stream to 1.9Mb/s. Unlike the 
previous settings, this setting only allows unidirectional 
communication between the applications, from an application 
running within a VM to one running directly on the host OS. 
Native Receiver and Web Browser. Next, instead of two 
applications running on the same physical machine, the 
receiving application ran on the (attacked) target machine; the 
sender was placed remotely, embedding the file to be sent in 
the form of an audio stream as content of a web page.  

The web browser acts as a pseudo-sender, an 
uncompromised application that is capable of playing a wave 
file (received by network), and therefore acts as a sender on the 
target machine. The (malicious) receiver does not 
communicate with the network directly, so it cannot be blocked 
by a firewall and goes unnoticed by anti-malware software. 
This setting is useful for distributing data to trojan receivers by 
breaking into a commonly accessed website. (Fig. 7.e) 

By simply embedding the wave file into a website (e.g. by 
using HTML5 <audio> [36]), the web browser reduced the 
audio stream’s data rate, so we attempted a different approach. 
Instead, we used a web page with JavaScript [30] to load the 
wave file, and Mozilla Developer Network’s (MDN) Audio 
Buffer Web API [31] for setting exact values to the audio 
stream. This enabled us to control the 32-bit audio stream in a 
bit-accurate manner. Audio Buffer Web API is commonly used 
in most of the modern web browsers [31]. We used Mozilla 
Firefox [32] v.44.0.2 as the browser.  

This setting allows unidirectional communication through 
Sound Covert, as the web browser cannot submit audio 
information remotely without asking for the user’s permission. 
Results: The file was copied correctly, at 2.6Mb/s. 
Remark. In a real setting, a user of the target machine should 
direct its browser to a compromised page. The attacker should 
thus try to compromise as many pages as possible, and to make 
use of any available information pertaining to the target 
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machine users' habits. A compromised proxy server could also 
be used to direct the user to such a page, even temporarily, 
merely to allow the sender to send the desired data to the target 
machine. Even if the user notices something strange, the 
phenomenon would go away and if the sender immediately 
removes the redirection from the proxy it will be impossible to 
reconstruct the apparent transient abnormality. 
Table 1 summarizes all the implementations tested, detailing 
the measured data rate if successful or ‘No’ if unsuccessful. 
(The browser runs inside the target (receiver's) VM; each 
sandbox runs only a single application.) 

V. MORE COMPLEX SCENARIOS 
Sound Covert generally entails using the audio loopback 

feature to covertly transfer data, while the data coding method 
is orthogonal to that. So far, we assumed that no other audio 
source is active in the system, so the sender may simply play 
raw data encoded using our Silent Stream technique. Yet, there 
are cases in which the output audio buffer (which mixed 
together all the sound streams) is used by others as well. We 
wish to explore additional use cases of Sound Covert. 

A. Multiple Sound Sources 
The Silent Stream technique, presented in Section III.B., is 

unusable with another audible audio source played 
simultaneously on the device, due to the nature of floating 
point number addition (performed at the mixing stage), which 
adjusts the result’s accuracy according to the value of the 
result. Audible audio sources must have far greater amplitude 
than a Silent Stream, causing the Silent Stream to be 
completely masked when mixed together. 
Waiting. One solution is to wait until the audio device is idle, 
and then use Sound Covert with a Silent Stream. Although this 
is a naïve approach, the high data rate of Sound Covert 
(2.6Mbps) along with the fact that audio interfaces are rarely 
used extensively, makes this suitable for most cases.  

If Sound Covert is used and a foreign audio stream is 
suddenly activated, Sound Covert will not interfere with the 
foreign audio stream. Both streams are mixed together, and the 
Silent Stream will simply disappear in the mixed audio. Error 
detection codes may be embedded in the data for detecting 
communication errors. 
Ultrasonic Frequencies. The use of ultrasonic frequencies to 
encode data silently was discussed in some past works 
[13,14,39], and it is applicable for Sound Covert as well. It is 
usable when simultaneous audio streams are played together, 
though it allows small bandwidth compared to our previously 
suggested scheme. [25] discusses the amount of energy 

required for encoding data using ultrasonic waves, and 
implications on the resulting data rate and added audible noise.  

We do, however, find this method useful with Sound 
Covert for broadcasting. Assuming a compromised website (or 
a proxy server) that broadcasts audio or video (e.g. internet 
radio or streaming service). With ultrasonic frequencies, secret 
data may be added to the streamed data without requiring to 
analyze it first (unlike the case in steganography). This content-
unaware approach enables on-the-fly stream manipulation.     

B. Audio Steganography and Sound Covert 
Although Sound Covert achieves top data rate with our 

Silent Stream technique, it may also be used with traditional 
audio steganography. An example scenario may be using a web 
browser (being a pseudo-sender) that accesses a compromised 
web site or a compromised video or audio stream uploaded to 
an uncompromised web site. It then plays the media, and the 
receiver (using audio loopback) decodes the message without 
ever accessing the network directly. This is not limited to any 
audio steganography technique, and may also use lossy 
compressed media (such as [35]), commonly used on the web.  

VI. COUNTERMEASURES 
If one is expecting this kind of attack, Sound Covert can be 

detected simply by an appropriate monitor looking for 
abnormal traffic in the sound buffer. This, however, is true for 
nearly every attack, which can be detected if known and 
anticipated. Sound Covert can also be blocked by simply 
disabling the audio interface. However, while simple and 
useful for some settings (e.g. a public cloud), for many others 
this defense is unacceptable. We next discuss additional 
countermeasures. 
The Audio Signal Path. VM host applications (e.g. [28]) 
implement audio device emulation internally, and then their 
resulting audio is aggregated together like any other 
application; however, audio loopback is implemented inside 
the VM itself. As a result, audio played by any VM, sandbox, 
or the host operating system, is accessible by any other 
sandbox and the host operating system running on the same 
physical machine, and Sound Covert exploits that.  

We suggest a separate per-VM audio channel, holding a 
separate output audio buffer for each VM and the host 
operating system, and mix these buffers by hardware just 
before being played, so audio loopback is only accessible to the 
applications running under the same host operating system or 
VM. Once available by hardware, sandboxes should use the 
same mechanisms.  
Signal Integrity. The operating system or some special 
process may intentionally add "silent noise" to the audio buffer. 
So doing would prevent bit-accurate covert transmission, 
thereby at least dramatically slow the covert channel.  Data rate 
would rely on the level of “silent noise” added (optimally, at 
the limit of non-audibility amplitude), and the error detection 
and correction mechanism in use.  

VII. CONCLUSIONS 
We presented Sound Covert, a novel technique for forming 

a covert communication channel between applications running 
on the same physical machine. Sound Covert uses the audio 
buffer for transferring data between sender and receiver 

TABLE I. CAPABILITIES AND MEASURED PERFORMANCE

          To 
From 

HostOS Sandbox VM Web 
Browser 

HostOS 2.6Mb/s 2.6 Mb/s No No 

Sandbox 2.6Mb/s 2.6Mb/s No No 

VM 1.9Mb/s 1.9Mb/s 2.6Mb/s No 

Web 
Browser  

2.6 Mb/s 2.6 Mb/s 2.6Mb/s No 
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programs, even if they do not have permission to communicate 
directly. Sound Covert works across the host operating 
system/VM/sandbox on the machine (with the exception of not 
being able to go between VMs), and across different operating 
systems. Although it uses the machine’s audio interface, Sound 
Covert does not produce any sound. By exploiting the huge 
range of the 32-bit floating point representation, we create a 
silent audio stream (Silent Stream), constructed of our data. 
Sound Covert can also provide covert communication from an 
external source (e.g., a compromised web page) to an 
application in the target machine without requiring network 
access by this application; this is done in the form of a silent 
audio stream that is placed in the audio buffer of the relevant 
VM in the target machine by an uncompromised and unaware 
browser running in the target machine (in the same VM as the 
receiver) and accessing the compromised web page. Similarly, 
an innocent, uncompromised and unaware web server running 
on the target machine, either in the same VM as the malicious 
sender or directly under the host OS, can be used with Sound 
Covert to send data out of the target machine. We implemented 
Sound Covert and showed that it may reach at least 2.6Mb/s, a 
dramatic (~10,000X) improvement over any published covert 
channel.   
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